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Abstract

In autonomous missions, quadrotors are often required to safely fly through gaps or openings.

Designing traversal guidance strategies becomes crucial in such scenarios, especially when

the quadrotor relies on the information obtained through onboard sensors. Lightweight and

passive vision-based sensors can readily provide bearing information of the gaps using image

features. This thesis addresses the quadrotor guidance problem of traversing gaps using only

the relative bearing information. Specifically, the work considers three scenarios: planar flight

through gaps, window traversal, and moving gap traversal for lane transition in air corridors.

The first part of the thesis presents a planar gap traversal guidance law using bearings-

only information. The main contribution in this part is a novel guidance method governing

quadrotor heading direction using bearing information of the gap opening. The proposed

heading direction is designed using an elliptic shaping angle derived from the angular bisec-

tor orientation of the gap-bearing angles. The stability of the resulting closed-loop kinematics

is ascertained using Lyapunov’s direct method. Additionally, a phase plane analysis is car-

ried out to visualize the safe traversal characteristics of the proposed method considering all

possible initial conditions around the gap. Combined with a tracking controller, the proposed

guidance strategy is applied to a six-degree-of-freedom (6-DOF) quadrotor model, ensuring

convergence towards the prescribed trajectory. The effectiveness of the proposed guidance

method is validated with numerical simulations considering several initial conditions, noisy

bearing measurements, and dynamic vehicle constraints.

Moving beyond planar scenarios, a three-dimensional window traversal problem is consid-

ered in the next part of the thesis and a guidance solution is proposed using bearing informa-

tion of window extremities. The guidance logic governs the commanded flight path angle and

xi
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heading angle of the vehicle. Again, these commands comprise an angular bisector compo-

nent with a shaping angle, facilitating traversal along a direction normal to the window plane

and passing through the centroid. A detailed stability analysis ascertains the convergence of

vehicle trajectories to the desired traversal path. Simulation studies consider a 6-DOF quadro-

tor model, dynamic attitude constraints, and noise in bearing information. The robustness of

the proposed method is demonstrated through a Monte-Carlo simulation study, considering

various initial conditions and noisy measurements.

Next, a new lane transition guidance method for a quadrotor flying in an air corridor sys-

tem is introduced. Utilizing the bearing information of the neighboring vehicles, the guidance

method directs the quadrotor for a safe transition between two lanes. Comprising three se-

quential guidance phases, the method includes discerning guidance for determining neighbor-

ing vehicle velocity, longitudinal guidance to identify suitable gaps in the destination lane, and

transit guidance to maneuver the quadrotor into the desired gap. A detailed analysis deduces,

in closed-form, the time duration for each of the three guidance phases. Additionally, local

asymptotic stability is ascertained for the proposed guidance phases. Simulation results and

Monte-Carlo studies demonstrate the feasibility, effectiveness, and robustness of the proposed

method towards safe autonomous lane transition.

Overall, the proposed guidance methods present simple, easily computable and closed-

form analytic guidance inputs using only the passive bearing information. Further, determin-

istic performance guarantees provide a sound theoretical foundation for the novel guidance

solutions. The thesis also includes representative experimental studies using an indoor motion

capture system and Crazyflie quadrotor platform.
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Chapter 1

Introduction

With autonomous capabilities, small size, maneuver agility, and low cost, quadrotor Unmanned

Aerial Vehicles (UAVs) are increasingly used for a wide range of applications. These applica-

tions include logistics, aerial photography, surveillance, agriculture, inspection, and rescue in

densely populated areas [1]. To accomplish these missions, quadrotors often need to traverse

through gaps or openings when moving in cluttered environments characterized by obstacles,

physical boundaries, and confining spaces [2]. Feasible guidance methods are desired to exe-

cute gap traversal in such scenarios. While designing such guidance logic, it is important to

consider the nature of local information available through the onboard sensors.

Due to the inherent payload limitations of flying vehicles, a popular choice is to use pas-

sive, lightweight, and inexpensive vision-based sensors. Vision-based quadrotor systems have

gained significant attention due to their potential applications in obstacle avoidance, target

tracking, autonomous landing, and drone racing competitions [3–6]. Vision-based sensors can

readily provide bearing or direction information of the gap boundaries, which is vital for de-

veloping traversal guidance solutions. For obtaining bearing information, vision sensors use

edge detection and corner detection algorithms on image features [7]. Accordingly, traver-

sal guidance algorithms are desired to be based on bearings-only information of the gap. This

forms the basic motivation for the research carried out in this work. The thesis addresses three

specific problem scenarios: planar flight through gaps, three-dimensional window traversal,

and a moving gap traversal logic for lane transition in air corridor systems.

1



1.1. Background 2

1.1 Background
This section first reviews the developments in bearing information-based guidance design.

This is followed by a review of the existing literature on quadrotor gap traversal guidance

methods.

1.1.1 Bearing information-based guidance methods

Conventionally, line-of-sight bearing information-based guidance laws have been widely re-

searched in the context of interceptor-target engagement scenarios [8–12]. Therein, the typi-

cal guidance objective is to intercept a stationary or a moving target. Bearings-only guidance

laws have received some attention in the context of small UAVs. In [13, 14], the authors intro-

duce a proportional navigation-based guidance method for UAV collision avoidance. Therein,

line-of-sight bearing angle rates obtained from a monocular vision sensor are used to identify

collision threats. Further, guided maneuvers increase the magnitude of the line-of-sight rate

to avoid collisions. In [15], the authors present a guidance strategy to maneuver a vehicle to

any desired goal position inside a triangular region using line-of-sight bearing information

from three noncollinear stationary beacons. That guidance method is extended in Ref. [16] to

make the entire plane reachable by the vehicle. In [17], a gain adaptive proportional naviga-

tion guidance method is developed based on relative bearing information of multiple beacons

placed along a path. Bearing-based formation control of quadrotors is addressed in [18, 19],

wherein inter-agent bearing information is used for achieving desired formation geometry of

quadrotors. Another work considers a pursuer quadrotor using a helical trajectory for follow-

ing a target quadrotor by maintaining a specified relative distance [20]. That work utilizes

three-dimensional bearing measurements of the target quadrotor to estimate its position and

velocity. These measurements are resolved as elevation and azimuth angles, which are sub-

sequently used for controlling vehicle motion through lateral acceleration and longitudinal

acceleration guidance commands.

1.1.2 Quadrotor guidance for flying through gaps

Several methods have discussed guidance of a quadrotor flying through gaps which are char-

acterized by stationary physical boundaries. In doing so, the quadrotor must maintain a safe
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distance from the gap boundaries. In [21], the authors develop a sequence of desired trajecto-

ries and associated controllers that guide a quadrotor to a goal position by passing through a

stationary gap. The sequence of trajectories include hovering to a desired starting position, a

three-dimensional trajectory through the window, and finally a hover approach to the desired

goal position. The three-dimensional trajectory and velocity components are computed with

backward integration of equation of motion considering known final goal point and arrival

time. Reference [22] proposes a traversal algorithm to generate optimal trajectories passing

through a series of waypoints, guaranteeing safe traversal through a predetermined gap. The

quadrotor trajectory therein is represented by piecewise time-parameterized polynomials, the

coefficients of which are determined by the optimizing integral of the squared norm of the

snap (second derivative of acceleration). A four-parameter logistic curve-based safe trajec-

tory method is proposed in [23, 24] for three-dimensional traversal through a window. The

quadrotor trajectories are represented by a four-parameter logistic time-parameterized poly-

nomial, where computation of six coefficients is needed for defining the instantaneous desired

position in three-dimensional space. It is noteworthy that, Refs. [21–24] rely on prior known

information about the dimensions of the gap in the world frame, which may not be available

in all realistic scenarios.

Based specifically on vision-based guidance, several studies discuss quadrotor gap traver-

sal problems [25–31]. In [25], the authors address the problem of quadrotor traversal through

a stationary window using data obtained from a vision-based onboard sensor and an inertial

measurement unit. The trajectory is generated in a fashion similar to the minimum snap ap-

proach in [22]. The position and orientation of the window with respect to the quadrotor’s

starting location are assumed to be known apriori. Additionally, the methods in [21–25] gen-

erate the complete traversal trajectory at once with inflexibility of using revised or updated

information of the gap. With such an approach, errors in gap information can significantly

affect the safety of the proposed trajectory. Reference [26] considers quadrotor position profile

as a quadratic function of time for passing through the geometric center of a gap. The geomet-

ric center of the gap is computed using feature points from the image and additional image

depth information. The traversal trajectory maximizes the distance between the quadrotor
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and the gap edges.

References [27, 28] rely on complete gap-image information-based trajectory generation,

requiring the original complete image of the window to be available beforehand. A polynomial

trajectory generation in terms of invariant features defined in a image space is considered in

[27] for achieving the location where the original image is taken. That work minimizes the

snap in translation between the camera image and the reference image. Therein, the cen-

troid of all detected image feature points is kept in the middle of the sensor field-of-view by

controlling the heading angle of the vehicle. Upon reaching the location where the original

image is taken, a gap traversal trajectory is generated similar to the one in [26]. Using a model

predictive control framework for quadrotor guidance, window traversal is discussed in [28].

That work utilizes an image matching algorithm [29] to identify the target window within the

current image. It is noteworthy that, the methods [27, 28] require depth information of the

four window extremities by decomposition of homography matrix, leading to higher compu-

tational demand and possible loss of information.

In the context of qadrotor racing missions, Refs. [30, 31] present learning-based solutions

for traversal guidance. In [30], a convolution network is used to estimate the gap pose, and

the quadrotor trajectory is generated by interpolating two waypoints—one prior to the gap

and the other beyond it. Another study [31] utilizes convolution neural network to estimate

the gap center and a guidance law that uses the line-of-sight bearing angle of the gap center

for traversal. Learning-based methods often require a large amount of data for training. The

performance of the traversal model is heavily reliant on the quantity and quality of the training

data, which may not be readily available in many possible scenarios. Further, learning methods

can be computationally expensive during training and deployment, and they may lack safety

and performance guarantees.

1.1.3 Lane transition in air corridors

Unmanned Aircraft Systems Traffic Management (UTM) is envisaged to support potentially

thousands of Unmanned Aerial Vehicles flying safely in prescribed airspace. Utilization of des-

ignated airspace is a key component in effective implementation of UTM, which significantly
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influence the airspace safety, efficiency, and capacity [32]. Air corridor is a robust framework

for providing safe, structured, and collision-free paths for quadrotors in available airspace

[33–36]. These corridors use geofencing by creating virtual boundaries and partitioning the

airspace into lanes, which enables efficient and safe movement of multiple quadrotors [37].

Feasible guidance methods are desired to execute overtaking and lane-changing maneuvers in

such corridors.

Lane-changing guidance can be viewed as a form of gap traversal guidance within multi-

lane air corridor systems. Lane-changing involves finding a suitable dynamic gap formed by

the vehicles in the adjacent lane and traversing into it while ensuring a smooth and collision-

free transition. It is important to consider the reliable information available for designing such

a guidance strategy. Vision-based sensors provide bearing or direction information of neigh-

boring vehicles around the ego vehicle, and it is desired that guidance methods be designed

utilizing this local bearing information.

Autonomous lane-changing is widely discussed in the context of ground vehicles [38].

Typically a suitable geometric interpolation function is utilized to generate a smooth trajec-

tory connecting two lanes. These include Bézier curve [39, 40], four-parameter logistic curve

[41, 42], polynomial variation [43], sinusoidal function [44], and sigmoid function [45]. The

ground-based lane-changing logic used in [45] is extended for quadrotor traversal through

consecutive window gaps that are placed along two lanes [46]. Reference [46] assumes com-

plete position information of the windows to be known prior to the execution of the quadrotor

maneuver. The lane-changing methods in [39–46] use the relative position information of the

neighboring vehicles or slots, which may not be readily available from a monocular vision

sensor.

There is a scarcity of literature addressing the lane changing framework within air corri-

dors. A lane-changing algorithm in an air corridor system is introduced in [47], where inter-

UAV distance information and the waypoint information are assumed to be known for generat-

ing collision-free lane transition trajectory using Bézier or B-spline curves. The lane-changing

problem in [47] is further extended to address conflict-free traversal scenarios for quadrotors

at lane intersections within air corridors in [48]. Here, quadrotors use a pure pursuit guidance
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law for the desired traversal. The lane transition trajectory generation requires line-of-sight

information with respect to the endpoint within the destination lane and the inter-UAV dis-

tance information. Methods in [47, 48] rely on the inter-UAV distances and the position infor-

mation of desired traversal points in the destination lane. In contrast to these methods, this

thesis focuses on developing lane transition guidance method based on bearings-only infor-

mation of neighboring vehicles.

1.2 Contribution and Organization of the Thesis

This section presents the major contributions and organization of the thesis.

Chapter 2 presents a planar gap traversal guidance law using bearings-only information.

The main contribution of this work is a novel guidance method governing quadrotor heading

direction using bearing information of the gap opening. The proposed heading direction is

designed using an elliptic shaping angle derived from the angular bisector orientation of the

gap-bearing angles. The stability of the proposed guidance law is analyzed using Lyapunov’s

direct method. Additionally, a phase plane analysis is carried out to emphasize the safe traver-

sal characteristics of the proposed method, considering all possible initial conditions around

the gap. Realistic simulation results considering six-degree-of-freedom quadrotor model es-

tablish the effectiveness of the proposed approach.

Chapter 3 further develops the guidance method introduced in Chapter 2 a three-dimensional

window traversal scenario. Using three-dimensional bearing angles of the window extremi-

ties, a desired flight path angle and a modified version of desired heading angle are introduced.

Stability analysis of the resulting kinematics establishes asymptotic convergence of quadrotor

trajectories to lateral traversal through the window centroid. A phase plane analysis presents

a complete description of state variation spanning entire domain of interest. Furthermore, a

detailed qualitative comparison study with existing methods is carried out to show superiority

of the guidance methods introduced in Chapter 2 and Chapter 3. Realistic simulation studies

and Monte-Carlo results validate the effectiveness, accuracy, and robustness of the proposed

guidance algorithm.

Chapter 4 introduces a guidance strategy for lane transition in air corridors. The main
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contribution of this work is a lane transition guidance method that governs quadrotor longi-

tudinal and lateral motion using the bearing information of the neighboring vehicles in the

destination lane. A three-phased guidance method is proposed: a discerning guidance phase

for determining velocity of the neighboring vehicles, a longitudinal guidance phase for identi-

fying appropriate gaps in the destination lane, and a transit guidance phase for maneuvering

to the desired gap. The vehicle is shown to asymptotically attain desired speed during the

discerning guidance phase, and the preferred bearing orientation for identifying gaps in the

subsequent longitudinal guidance phase. A purely lateral maneuver in the last phase guides

the vehicle to the desired location in the destination lane. Further, closed-form analytic ex-

pressions for the time duration of the three guidance phases are derived. Simulation studies

highlight the performance of the proposed lane transition method as implemented on a six-

degree-of-freedom quadrotor model with dynamic limits on attitude angles and uncertainty

in sensor information.

Chapter 5 presents some flight experimental validation results for the guidance methods

presented in Chapters 2 and 3.

Chapter 6 concludes the thesis and provides directions for the future research.
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Chapter 2

Planar Guidance for Flying Through
Gaps

This chapter introduces a guidance method for quadrotor traversal through a gap opening

between two obstacles. A bearing-only information-based quadrotor heading guidance com-

mand is proposed and analyzed. Stability characteristics and a phase plane analysis of result-

ing engagement kinematics are presented. The chapter also discusses the quadrotor dynamic

model and its guidance and control architecture. Extensive simulation case studies are pre-

sented to show the effectiveness of the proposed guidance method.

2.1 Problem Description
Consider a point-object quadrotor vehicle flying through two stationary obstacles in a two-

dimensional (2-D) space, as depicted in Fig. 2.1. The objective is the safe quadrotor traversal

through the gap between stationary obstacles considering the bearing information of the ob-

stacle edges E1 and E2, which are θ1 and θ2, respectively. A fixed frame of reference is con-

sidered without loss of generality with its X-axis parallel to the line joining the edges E1 and

E2. Let [x(t), y(t)]T represent the quadrotor’s position at any time t. The kinematic equations

of vehicle motion can be expressed as

ẋ(t) = V cosχ(t) (2.1)

ẏ(t) = V sinχ(t) (2.2)

Here, V and χ represent quadrotor speed, and heading angle, respectively. The distance of

9
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Figure 2.1: Quadrotor approaching a gap

separation between quadrotor vehicle and gap extremities is referred to as line-of-sight separa-

tion. Here,R1 andR2 indicate line-of-sight separation of vehicle fromE1 andE2, respectively.

The angular orientation of line-of-sight with respect to a fixed reference frame defines the line-

of-sight or the bearing angle. Accordingly, θ1 and θ2 are line-of-sight angles with respect to

E1 and E2, respectively.

The relative motion between the vehicle and the gap can be described by the following

equation.

Ṙ1 = −V cos(χ− θ1) (2.3)

R1θ̇1 = −V sin(χ− θ1) (2.4)

Ṙ2 = −V cos(χ− θ2) (2.5)

R2θ̇2 = −V sin(χ− θ2) (2.6)

The guidance objective here is safe traversal through the gap between the obstacles using

desired heading angle as the guidance command input, that is, to achieve

θ1 − θ2 = ±180 deg. with R1, R2 > 0 (2.7)
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The considered bearing information can be potentially obtained using gap border or edge

detection algorithms [26, 49]. Further, using projection of the edges in the image plane the

three-dimensional bearing information of the gap can be obtained and subsequently resolved

in horizontal and vertical planes [14].

2.2 Proposed Guidance Method

The proposed guidance method is based on the idea of moving the quadrotor vehicle through

the gap laterally while keeping a safe clearance from the obstacle edges. With θ1 and θ2 as the

edge bearing angles, desired heading angle for the vehicle is proposed as

χdes = F (θ1, θ2)

=
θ1 + θ2

2
+ S(θ1, θ2)

(2.8)

The first term on right hand side in Eq. (2.8), corresponds to the angular bisector of the two

line-of-sight angles, that is, θ1+θ2
2

. The second term is a function defining a trajectory shaping

bias angle that facilitates lateral traversal through the opening and is described subsequently.

Consider the elliptic trajectory-shaping angle profile shown in red in Fig. 2.2 which is ex-

pressed as

Figure 2.2: Elliptic shaping angle profile, θ1+θ2
2

∈ [−π, π)
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S(θ1, θ2) =


sgn

(
θ1+θ2

2
+ π

2

) |π2−(θ1+θ2)2|
1
2

4
,

for θ1(t), θ2(t) ∈ [−π, 0]

sgn
(
θ1+θ2

2
− π

2

) |π2−(θ1+θ2)2|
1
2

4
,

for θ1(t), θ2(t) ∈ (0, π)

(2.9)

The signum function used in Eq. (2.9) can be expressed as

sgn
(
θ1 + θ2

2
− π

2

)
=


+1, for θ1+θ2

2
> π

2

0, for θ1+θ2
2

= π
2

−1, for θ1+θ2
2

< π
2

(2.10)

(a) Limiting initial geometry

(b) Intermediate point

(c) Lateral entry into the gap

Figure 2.3: Instantaneous desired heading along the guided trajectory
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As can be seen in Fig. 2.2, the key idea here is to vary the shaping angle as a function of

the offset of the line-of-sight bisector angle θ1+θ2
2

with respect to the desired approach angle

entering the gap opening, that is, an entry heading angle of ±π
2
. Figure 2.3 considers three

specific instantaneous geometries and shows the instantaneous bias angle values and the de-

sired heading directions. Consider Fig. 2.3a, which corresponds to the limiting case, where

the quadrotor position is collinear with the edges E1 and E2 with θ1, θ2 = 0. Using that in

Eq. (2.9), the bias angle is obtained as S = π
4

which provides necessary lateral clearance while

taking the quadrotor closer to the gap. Consider Fig. 2.3b; a positive bias angle is still added to

the bisector angle to shape the desired heading direction, which facilitates a lateral approach

towards the gap opening. The line-of-sight bisector angle guides along the required entry

angle into the gap opening for the instantaneous geometries illustrated in Fig. 2.3c and, as a

result, the bias angle S is zero using Eq. (2.9).

2.3 Stability Characteristics
This section discusses the stability characteristics of the proposed guidance method followed

by a phase portrait analysis.

Theorem 2.1 Following the guidance command of Eq. (2.8) and subject to Eqs. (2.1)-(2.6), the

vehicle motion is asymptotically stable about the gap center line.

Proof: Consider an instantaneous geometry of a quadrotor approaching a gap as shown in

Fig. (2.4). Let 2l be the width of the gap. The instantaneous lateral displacement d of the

vehicle from the gap center line can be expressed as

d = −(R2 cos θ2 − l) (2.11)

From Fig. (2.4), the gap width can also be expressed as

2l = R2 cos θ2 −R1 cos θ1 (2.12)

Using Eq. (2.12) in Eq. (2.11),

d = −
(
R2 cos θ2 +R1 cos θ1

2

)
(2.13)
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Figure 2.4: Instantaneous geometry

Consider a Lyapunov candidate function,

W = d2 (2.14)

Here, W > 0 for all d ∈ R ̸=0, and W = 0 at d = 0. Taking the time derivatives of the

Lyapunov function in Eq. (2.14),

Ẇ = 2dḋ (2.15)

Differentiating Eq. (2.13) with respect to time,

ḋ = −1

2

(
−R2 sin θ2θ̇2 + cos θ2Ṙ2 −R1 sin θ1θ̇1 + cos θ1Ṙ1

)
(2.16)

Using Eqs. (2.3)-(2.6) and χ = χdes in Eq. (2.16),

ḋ = V cosχdes (2.17)

Using Eq. (2.17) in Eq. (2.15),

Ẇ = 2dV cosχdes (2.18)
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From Fig. 2.4, it can be noted that
sin θ1
sin θ2

=
R2

R1

(2.19)

Rest of the analysis is divided into two cases:

1. Case 1: d < 0

From Eq. (2.13), when d < 0

R2 cos θ2 +R1 cos θ1 > 0 (2.20)

which implies
R2

R1

cos θ2 + cos θ1 > 0 (2.21)

Using Eq. (2.19) and Eq. (2.21) with d < 0,

=⇒ sin θ1
sin θ2

cos θ2 + cos θ1 > 0

=⇒ sin θ1 cos θ2 + cos θ1 sin θ2 > 0

=⇒ sin(θ1 + θ2) > 0

which implies
θ1 + θ2

2
∈
(
0,
π

2

)
∀ d < 0 (2.22)

From the proposed guidance command in Eq. (2.8), it can be deduced that

χdes ∈
(
−π
4
,
π

2

)
∀ θ1 + θ2

2
∈
(
0,
π

2

)
(2.23)

Using Eq. (2.23) in Eq. (2.18) implies

Ẇ < 0 ∀ d < 0 (2.24)

2. Case 2: d > 0

From Eq. (2.13), for all d > 0

R2 cos θ2 +R1 cos θ1 < 0 (2.25)
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which implies
R2

R1

cos θ2 + cos θ1 < 0 (2.26)

From Eq. (2.19) and Eq. (2.26), when d > 0

=⇒ sin θ1
sin θ2

cos θ2 + cos θ1 < 0

=⇒ sin θ1 cos θ2 + cos θ1 sin θ2 < 0

=⇒ sin(θ1 + θ2) < 0

which implies

=⇒ θ1 + θ2
2

∈
(π
2
, π
)

∀ d > 0 (2.27)

From the guidance command in Eq. (2.8),

χdes ∈
(
π

2
,
5π

4

)
∀ θ1 + θ2

2
∈
(π
2
, π
)

(2.28)

Using Eq. (2.28) in Eq. (2.18) implies

Ẇ < 0 ∀ d > 0 (2.29)

From Eqs. (2.18), (2.24) and (2.29), It can be deduced that

Ẇ ≤ 0 ∀ d ∈ R (2.30)

Ẇ = 0 at d = 0 (2.31)

2

2.3.1 Phase portrait analysis

Using numerical simulation of the system Eqs. (2.1)-(2.6) and (2.8)-(2.10), we present a phase

portrait analysis in θ1-θ2 plane supporting the safe traversal property of the closed-loop kine-

matics subject to the proposed guidance command. In Fig. 2.5, phase plane trajectories are

plotted for initial conditions θ1(ti), θ2(ti) ∈ [−π, π). All trajectories reach e1
(
(θ1, θ2) =

(−π, 0)
)

or e2
(
(θ1, θ2) = (π, 0)

)
which corresponds to the desired state for gap traversal.
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Figure 2.5: Phase portrait in θ1-θ2 plane

2.4 Quadrotor Dynamic Model and Control

The proposed guidance law provides the desired heading to follow the prescribed trajectories,

and this section presents the detailed quadrotor model and tracking controllers for following

the guidance command.

2.4.1 Quadrotor dynamic model

The free body diagram and coordinate system for the quadrotor are shown in Fig. 2.6 in-

cluding the corresponding forces created by four rotors. The world frame, W , is defined

by axes xW , yW , and zW and body frame, B is defined by axes xB , yB , and zB . Let r̃ =

[x(t) y(t) z(t)]T ∈ R3 denote the position vector of the center of mass of the vehicle in the

world frame. Let [ϕ(t) θ(t) ψ(t)]T ∈ R3 represent the attitude vector consisting of roll(ϕ),
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Figure 2.6: Coordinate frames and forces acting on the vehicle.

pitch(θ), and yaw(ψ) angles. Euler angle rotation matrix describing the rotation from the body

frame to the world frame is defined as

R =

CθCψ SϕSθCψ − CϕSψ CϕSθCψ + SϕSψ
CθSψ SϕSθSψ + CϕCψ CϕSθSψ − SϕCψ
−Sθ SϕCθ CϕCθ

 (2.32)

where, Sϕ andCϕ denote sinϕ and cosϕ, respectively, and similarly for θ and ψ. The equations

governing the acceleration of the center of mass can be described using the rotation matrix as

m

ẍÿ
z̈

 =

 0
0

−mg

+R

 0
0∑4
i=1 Fi

 (2.33)

where m is the mass of the vehicle, g the acceleration due to gravity and Fi represents the

thrust force from the ith rotor in zB direction. The vertical thrust force can be expressed as

Fi = kfω
2
i (2.34)



2.4. Quadrotor Dynamic Model and Control 19

where kf is the lift coefficient and ωi represents the angular velocity of the ith rotor. The rotors

also produces torque

τi = bω2
i (2.35)

where b is the drag coefficient. The direction of torque produced by the rotor is opposite to

the rotor rotating direction. Using Eq. (2.33), and considering the angles θ and ϕ to be small

with negligible Coriolis terms in the derivatives of body frame angular velocities, simplified

Newton-Euler equations of quadrotor motion can be written as [50]

ẍ = (cosϕ sin θ cosψ + sinϕ sinψ)
u1
m

(2.36)

ÿ = (cosϕ sin θ sinψ − sinϕ cosψ)
u1
m

(2.37)

z̈ = −g + (cosϕ cos θ)
u1
m

(2.38)

ϕ̈ =
1

Jx
u2 (2.39)

θ̈ =
1

Jy
u3 (2.40)

ψ̈ =
1

Jz
u4 (2.41)

where, (Jx, Jy, Jz) are the moment of inertia referenced with respect to (xB, yB, zB) axes, u1 =

F =
∑4

i=1 Fi is the total force acting on the quadrotor, and u2 = τϕ, u3 = τθ, u4 = τψ are

rolling torque, pitching torque, and yawing torque, respectively. The rolling torque is produced

by the rotor 2 and rotor 4 as

τϕ = lkf (ω
2
2 − ω2

4) (2.42)

where l is the distance between center of mass of the quadrotor and the axis of a rotor. Similarly

the pitching torque is produced by the rotor 1 and 3 as

τθ = lk(ω2
3 − ω2

1) (2.43)

The drag of the rotor propellers generate yawing torque on the body of the quadrotor. The

yawing torque is given by

τψ =
4∑
i=1

τi (2.44)
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Eqs. (2.36)-(2.41) relate the double derivatives of the translational and rotational position

of the quadrotor to the control inputs. The angular velocity components of the vehicle in the

body frame are p, q, and r, which are related to the derivative of roll, pitch, and yaw angle

according to Eq. (2.45). pq
r

 =

1 0 − sin θ
0 cosϕ sinϕ cos θ
0 − sinϕ cosϕ cos θ

ϕ̇θ̇
ψ̇

 (2.45)

2.4.2 Tracking control

The guided trajectory is expressed in terms of desired heading angle χdes as given in Eq. (2.8).

The controller is herein designed to ensure that the quadrotor follows the desired heading an-

gle. The guidance and tracking control architecture is shown in Fig. 2.7. The key idea here is

to relate the control inputs u2−u4 to a corresponding vehicle orientation which, in turn, is re-

lated to the heading command of Eq. (2.8) through translational acceleration. The four control

Figure 2.7: Guidance and tracking control architecture.

inputs are related to the desired altitude and desired attitude angles using a Proportional-

Derivative (PD) control logic [21] as

u1 = m(g +Kdz(żdes − ż) +Kpz(zdes − z)) (2.46)

u2 = Kdϕ(pc − p) +Kpϕ(ϕc − ϕ) (2.47)

u3 = Kdθ(qc − q) +Kpθ(θc − θ) (2.48)

u4 = Kdψ(rc − r) +Kpψ(ψc − ψ) (2.49)
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where (Kdz, Kpz), (Kdϕ, Kpϕ), (Kdθ, Kpθ) and (Kdψ, Kpψ) represent the tunable controller

gains for u1, u2, u3, and u4. Using small angle approximation for ϕ and θ in Eqs. (2.36)-

(2.37), the commanded roll and pitch angles can be related to the commanded translational

acceleration in xW -yW as

ϕc =
1

g
(ẍc sinψdes − ÿc cosψdes) (2.50)

θc =
1

g
(ẍc cosψdes + ÿc sinψdes) (2.51)

We consider the commanded yaw angle to be equal to the desired yaw angle as

ψc = ψdes (2.52)

Using Eqs. (2.50)-(2.52) the derivatives of commanded roll, pitch and yaw angle can be written

as

ϕ̇c =
1

g

( ...
x c sinψdes + ẍc cosψdesψ̇des −

...
y c cosψdes + ÿc sinψdesψ̇des

)
(2.53)

θ̇c =
1

g

( ...
x c cosψdes − ẍc sinψdesψ̇des +

...
y c sinψdes + ÿc cosψdesψ̇des

)
(2.54)

ψ̇c = ψ̇des (2.55)

The commanded angular velocity components pc, qc, rc are computed using the derivatives

of ϕc, θc, ψc in Eq. (2.45). The commanded acceleration components ẍc and ÿc are again

computed using PD control logic using position and velocity errors as

ẍc = ẍdes +Kpx(xdes − x) +Kdx(ẋdes − ẋ) (2.56)

ÿc = ÿdes +Kpy(ydes − y) +Kdy(ẏdes − ẏ) (2.57)

where the terms ẍdes, ÿdes represents feedforward terms on the desired acceleration. The com-

manded jerk components are computed using PD control logic using velocity and acceleration

errors as

...
x c =

...
x des +Kpjx(ẋdes − ẋ) +Kdjx(ẍdes − ẍ) (2.58)

...
y c =

...
y des +Kpjy(ẏdes − ẏ) +Kdjy(ÿdes − ÿ) (2.59)
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At lower accelerations the terms ẍdes, ÿdes,
...
x des, and

...
y des can be ignored [21]. Accordingly,

simplified commanded acceleration and jerk components, respectively, are written as

ẍc = Kpx(xdes − x) +Kdx(ẋdes − ẋ) (2.60)

ÿc = Kpy(ydes − y) +Kdy(ẏdes − ẏ) (2.61)

...
x c = Kpjx(ẋdes − ẋ) +Kdjx(−ẍ) (2.62)

...
y c = Kpjy(ẏdes − ẏ) +Kdjy(−ÿ) (2.63)

Here, (Kdx, Kpx), (Kdy, Kpy), (Kdjx, Kpjx), and (Kdjy, Kpjy) represent tunable controller gains

for ẍc, ÿc,
...
x c and ...

y c. The desired position derivatives can be related to the proposed guidance

command of Eq. (2.8) as
ẋdes(t) = V cos(χdes(t))

ẏdes(t) = V sin(χdes(t))
(2.64)

which, in turn, are related to the desired position as

xdes =

∫ t

0

ẋdes(t)dt

ydes =

∫ t

0

ẏdes(t)dt

(2.65)

2.5 Simulation Results
In this section, the proposed guidance logic is evaluated on a quadrotor model with mass

m = 0.47 kg and moment of inertia Jx = 0.0086 kg-m2, Jy = 0.0086 kg-m2, Jz = 0.0176 kg-

m2 [51]. The desired quadrotor speed is considered to be V = 1 m/s. The proposed guidance is

used up to the point when the traversability condition of Eq. (2.7) is satisfied. Upon satisfying

Eq. (2.7), it is assumed that the vehicle continues to follow the already achieved constant

heading direction of χdes = ±π
2

rad. The controller gains are selected asKdz = 3.5,Kpz = 3.8,

Kdϕ = 0.5, Kpϕ = 12.8, Kdθ = 0.2, Kpθ = 1.8, Kdψ = 0.5, Kpψ = 2, Kdjx = 3.5, Kpjx = 6,

Kdjy = 4.2, Kpjy = 12.7, Kdx = 3.5, Kpx = 6, Kdy = 4.2, and Kpy = 12.7. All simulations

use desired altitude and desired yaw angle of 10 m and 0.1 rad, respectively. The commanded

roll and pitch angles are saturated to lie within ±20 deg.
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(a) Quadrotor trajectory
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(b) Distance from gap extremities
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Figure 2.8: Results for Case 1.
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2.5.1 Case 1. Sample scenario with noise free gap bearing angles

In this case, the proposed guidance trajectory is generated using noise-free bearing angle in-

formation θ1 and θ2 of gap edges E1 and E2 respectively. This case considers a gap width of 5

m between two rectangular obstacles of height 15 m as shown in Fig. 2.8a. The vehicle initial

position is (xi, yi, zi)= (10, 30, 10) m, gap edges are E1= (20, 40, 10) m and E2= (25, 40, 10) m.

The initial gap bearing angles are accordingly deduced as θ1(ti)= 45 deg, and θ2(ti)= 33.69

deg. Figure 2.8a plots quadrotor trajectory safely passing through the gap. Figure 2.8b plots

the vehicle distance from E1 and E2, and it can be seen that the vehicle reaches the traversal

point T (22.5, 40, 10) at t = 18.1325 s at a distance of 2.5 m from E1 and E2. In Fig. 2.8c,

the variation of line-of-sight angular bisector term
(
θ1+θ2

2

)
is depicted, with the line-of-sight

angular bisector term reaching its final desired value of 90 deg, leading to the desired entry

into the gap. Figure 2.8d plots the variation in shaping angle S, which as governed by Eq.

(2.9), is a monotonically increasing function of
(
θ1+θ2

2

)
. The shaping angle increases to zero

as the bisector angles attains its desired value. The time response of pitch and roll tracking

controller is shown in Figs. 2.8e and 2.8f, respectively. Results shows a good inner loop track-

ing of attitude angles. The traversal velocity profile of the vehicle is shown in Fig. 2.9a where

the vehicle achieves the desired speed of 1 m/s starting from the given initial speed of 0 m/s.

Figure 2.9b presents an accurate tracking of the desired altitude of 10 m with maximum error

less than 0.03 m.

2.5.2 Case 2. Effect of noise in bearing angle information

In this study, the guidance command of Eq. (2.8) uses noisy edge bearing measurements θ1m(t),

θ2m(t), which are generated using a zero-mean Gaussian noise of standard deviation of 4 deg

with a sampling time of 1 ms being added to the true values, θ1(t) and θ2(t), respectively.

Robustness of the algorithm is studied with respect of unfiltered θ1m(t), θ2m(t) utilized in the

guidance command of Eq. (2.8). This simulation scenario is identical to the one considered

in case 1. Figure 2.10a plots the quadrotor trajectory, which shows the safe traversal of the

vehicle through the gap. True and measured value of bearing angles are plotted in Figs. 2.10b

and 2.10c. The line-of-sight separation with respect to gap edges fromE1 andE2, respectively,
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Figure 2.9: Velocity and altitude response for Case 1.

shown in Fig. 2.10d,c which shows that the vehicle keeps a safe distance of 2.4472m and 2.5525

m at traversal point T .

As a multiple gap traversal scenario, we augment the scene with two additional gaps

with edges at (15, 60, 10) m-(18, 60, 10) m and (20, 78, 10) m-(21, 78, 10) m, respectively. The

quadrotor trajectory for this scenario is shown in Fig. 2.10e. From its initial position (18, 25, 10)

m, the quadrotor traverses the three gaps passing through traversal points T1, T2, and T3, re-

spectively. The quadrotor uses the proposed guidance logic considering bearing information

of the Gap-1 until it reaches the traversal point T1 where Eq. (2.7) is satisfied. The quadrotor

then switches to the edge bearing information for Gap-2 and reaches the traversal point T2.

Finally, the logic is repeated for arriving at T3, the traversal point at Gap-3.

2.5.3 Case 3. Various initial conditions and noisy measurements

Considering several initial conditions as shown in Table 2.1, quadrotor trajectories are gener-

ated using the proposed guidance strategy. We consider four different initial conditions, each

at altitude levels 6 m, 8 m, 10 m, and 12 m, and a desired gap traversal at an altitude of 10 m.

The bearing measurements are considered to be noisy with characteristics identical to those

considered in case 2. Trajectories plotted in Fig. 2.11 indicate that the quadrotor safely tra-

verses through the gap. In this representative 3-D case, the guidance commands are generated

considering an instantaneous 2-D horizontal plane passing through the vehicle instantaneous
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Figure 2.10: Results for Case 2.
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(a) Quadrotor trajectories

(b) Top view of trajectories starting at 10 m altitude

Figure 2.11: Results for Case 3.
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position. For the initial conditions considered, the closest distance between the traversal point

and gap edges varies between 2.3001 m and 2.4726 m.

Table 2.1: Initial conditions for Case 3.

xi, yi xi, yi xi, yi xi, yi
(altitude= 6 m) (altitude= 8 m) (altitude= 10) m (altitude= 12 m)

(21,22) (7,37) (10,30) (8,35)
(30,10) (35,30) (32,24) (27,20)
(18,22) (11,20) (30,20) (8,25)
(25,15) (35,25) (15,24) (9,10)

Further, a Monte-Carlo simulation is carried out for 100 random initial conditions. With

uniform distributions, the initial coordinates satisfy xi ∈ [0, 50] m, yi ∈ [0, 39] m and zi ∈

[5, 15]m, respectively. The guidance method ensures safe traversal for all the initial conditions.

The mean distance between the traversal point and the two gap extremities is obtained as

µ1 = 2.4806 m and µ2 = 2.5188 m, respectively, with a corresponding standard deviation of

σ1 = 0.0557 m and σ2 = 0.0556 m, respectively. These results are in concurrence with the

analysis presented in Subsection 2.3.1. This study highlights the robustness of the proposed

guidance method with respect to the initial position of the quadrotor.

2.6 Summary
This chapter addresses the quadrotor guidance problem of moving through a gap using relative

bearings-only information of the gap extremities. The desired heading direction comprises an

angle bisector of the bearing orientation of gap extremities and an elliptical trajectory-shaping

angle proposed for lateral maneuver through the gap opening. Stability characteristics of the

proposed guidance method followed by a phase plane analysis of closed-loop bearing angles

are presented, ensuring guaranteed safe traversal. The proposed guidance method is applied

to a six-degree-of-freedom quadrotor model combined with a tracking controller to ensure

convergence towards the prescribed trajectory. Simulation results are presented to validate

the effectiveness of the proposed traversal guidance strategy considering several initial con-

ditions, noisy bearing measurements, and dynamic limits on roll and pitch angles. Robustness

of the proposed method is verified using Monte-Carlo simulations considering random initial
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conditions and noisy bearing measurements.
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Chapter 3

Three-Dimensional Guidance for
Window Traversal

This chapter presents a guidance method for three-dimensional window traversal using bearings-

only information of the window extremities. The guidance commands include a desired flight

path angle to follow the desired traversal altitude and a desired heading angle, which is further

development of the idea presented in Chapter 2. The stability analysis of the resulting kinemat-

ics is analyzed, and a phase plane analysis is carried out. This chapter also presents a detailed

qualitative comparison study between existing methods and proposed traversal strategies dis-

cussed in Chapters 2 and 3. Numerical simulation case studies are carried out on a realistic

six-degree-of-freedom model.

3.1 Problem Description

Consider a quadrotor approaching a rectangular window in three-dimensional space as shown

in Fig. 3.1. Here, [x y z]T ∈ R3 denotes the position vector of the vehicle in a fixed

X − Y − Z frame. The window has four extremities, labeled as E1(x1, y1, z1), E2(x2, y2, z2),

E3(x3, y3, z3), and E4(x4, y4, z4), respectively, and the dimensions are denoted as a and b.

Without loss of generality, the fixed reference frame is considered with its XZ plane parallel

to the window frame. The quadrotor has an onboard vision sensor that can measure the three-

dimensional bearing angles of four window extremities. Using the information available, the

objective is to design a guidance solution that enables the quadrotor to fly through the window

safely.

31
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Figure 3.1: Quadrotor approaching a window.

3.2 Proposed Guidance Method
Consider a relative instantaneous geometry between the quadrotor and an ith extremity point

of the window Ei(xi, yi, zi), as shown in Fig. 3.2. Here, Ri represents the line-of-sight separa-

tion between the quadrotor and Ei. The azimuth and elevation angles for Ri can be expressed

as

βi = tan−1

(
yi − y

xi − x

)
(3.1)

αi = sin−1

(
zi − z

Ri

)
(3.2)

where βi ∈ [−π, π) and αi ∈ [−π
2
, π
2
]. The line-of-sight separation Ri is given by

Ri =
(
(xi − x)2 + (yi − y)2 + (zi − z)2

) 1
2 (3.3)

Kinematic equations of motion of a point object quadrotor in a three-dimensional space can

be expressed as

ẋ(t) = V cos γ(t) cosχ(t) (3.4)
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Figure 3.2: Relative geometry between quadrotor and Ei

ẏ(t) = V cos γ(t) sinχ(t) (3.5)

ż(t) = V sin γ(t) (3.6)

where V , χ ∈ [−π, π) and γ ∈
[
−π

2
, π
2

]
represent speed, heading angle and flight path angle of

the point object quadrotor, respectively. The three-dimensional kinematic equation of relative

motion of the quadrotor with respect to any ith extremity point of the window can be expressed

as [52, 53]

Ṙi = −V (cos γ cosαi cos(χ− βi) + sin γ sinαi) (3.7)

Riα̇i = −V (− cos γ sinαi cos(χ− βi) + sin γ cosαi) (3.8)

Riβ̇i cosαi = −V cos γ sin(χ− βi) (3.9)

An angular bisector approach which uses azimuth and elevation angles of window extrem-

ities is presented as a solution to the problem. Elevation angles αi’s are used to generate the

guidance logic for the desired flight path angle, and azimuth angles βi’s are used to generate

the desired heading angle of the point object quadrotor. Using Eqs. (3.1) and (3.2), desired

bearing angles when the quadrotor is at the centroid of the window can be expressed as

β1(tT ) = β4(tT ) = ±180 deg. β2(tT ) = β3(tT ) = 0 (3.10)

α1(tT ) = −α4(tT ) = α2(tT ) = −α3(tT ) = sin−1

(
b√

a2 + b2

)
(3.11)



3.2. Proposed Guidance Method 34

where tT is the time at which the quadrotor reaches the window.

3.2.1 Desired flight path angle

Using elevation angles of the extremitiesE1 andE4, the desired flight path angle for the vehicle

is proposed as

γdes =



α1 + α4

2
+ Sγ ∀ α1 + α4

2
+ Sγ ∈

[
−π
2
,
π

2

]
(3.12a)

π −
(
α1 + α4

2
+ Sγ

)
∀ α1 + α4

2
+ Sγ >

π

2
(3.12b)

−
(
π +

α1 + α4

2
+ Sγ

)
∀ α1 + α4

2
+ Sγ < −π

2
(3.12c)

where the term α1+α4

2
represents the angular bisector component and the term Sγ represents

shaping angle component. Further, the shaping angle function in Eq. (3.12) is proposed as

Sγ(α1, α4) =


sgn

(
α1+α4

2

) ∣∣π2−4(
α1+α4

2
+π

2
)2
∣∣ 12

4
,

for α1+α4

2
∈ [−π

2
, 0]

sgn
(
α1+α4

2

) ∣∣π2−4(
α1+α4

2
−π

2
)2
∣∣ 12

4
,

for α1+α4

2
∈ (0, π

2
]

(3.13)

The signum function utilized in Eq. (3.13) is given by

sgn
(
α1 + α4

2

)
=


+1, for α1+α4

2
> 0

0, for α1+α4

2
= 0

−1, for α1+α4

2
< 0

(3.14)

Figure 3.3 depicts the relationship between the shaping angle and the angular bisector com-

ponents. The key idea behind the proposed guidance approach (Eqs. (3.12)-(3.14)) is to adjust

the shaping angle as a function of the angular bisector to achieve the desired flight path angle

for flying through the window. The elliptical shaping angle profile illustrated in Fig. 3.3 com-

prises three operating regions separated by two violet lines defined by Eqs. (3.15) and (3.16)

as

α1 + α4

2
+ Sγ =

π

2
(3.15)

α1 + α4

2
+ Sγ = −π

2
(3.16)



3.2. Proposed Guidance Method 35

Figure 3.3: Elliptic shaping angle profile for γdes
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The blue curve within the green-shaded region contributes to the desired flight path angle as

governed by Eq. (3.12a). Equation (3.12a) limits the desired flight path angle within the feasible

range γdes ∈ [−π
2
, π
2
]. The red curve in the gray-shaded region to the right of the line defined

by Eq. (3.15) determines the desired flight path angle according to Eq. (3.12b). Therein, since
α1+α4

2
+ Sγ >

π
2
, the desired flight path angle lies in

(
0, π

2

)
. Similarly, the red curve in the

gray-shaded region to the left of the line defined by Eq. (3.16) determines the desired flight

path angle as in Eq. (3.12c), ensuring γdes ∈
(
−π

2
, 0
)

when α1+α4

2
+ Sγ < −π

2
.

Figure 3.4 considers three specific instantaneous geometries, displaying corresponding

shaping angle values and desired flight path angles. Consider an instantaneous limiting geom-

etry where the quadrotor makes elevation angles of α1 = α4 = π
2

rad, as shown in Fig. 3.4a.

From Eq. (3.13) and as illustrated in Fig. 3.3, the shaping angle requirement Sγ for α1+α4

2
= π

2

rad is π
4

rad. This implies α1+α4

2
+Sγ >

π
2
, which corresponds to a point on the red color curve

within the gray region shown in Fig. 3.3. The guidance command in Eq. (3.12b) directs the

quadrotor at a flight path angle of γdes = π
4

rad using which the quadrotor achieves desired Y

separation while getting closer to the centroid of the window. Consider Fig. 3.4b; a positive

shaping angle is added to the bisector component to shape the desired flight path angle. This

corresponds to the shaping angle curve of blue color in the green shaded region shown in Fig.

3.3. The magnitude of the shaping angle reduces to zero when the angular bisector component

is zero, and it indicates that the vehicle has arrived at the desired centroid position as shown

in Fig. 3.4c. Figure 3.4d illustrates another scenario in which the quadrotor makes elevation

angles of α1 = α4 = −π
2

rad, yielding the bisector term α1+α4

2
= −π

2
rad. According to Eq.

3.12c, the shaping angle requirement is −π
4

rad, which implies α1+α4

2
+ Sγ < −π

2
. This be-

longs to the point on the red curve in the gray region shown in Fig. 3.3. This will result in a

flight path angle of γdes = −π
4

rad according to Eq. (3.12c) using which the quadrotor achieves

desired Y separation while getting closer to the centroid of the window.

Remark 3.1 The desired flight path angle in Eq. (3.12) and shaping angle function in Eq. (3.13)

can also be proposed as a function of the elevation angles with respect to the extremities E2 and

E3.
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(a) Limiting geometry (b) Intermediate point

(c) Centroid point (d) Limiting geometry

Figure 3.4: Instantaneous desired flight path angle along the guided trajectory
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In order to achieve the three-dimensional traversal, a desired heading angle is to be de-

signed along with the desired flight path angle, which is discussed in the subsequent subsec-

tion.

3.2.2 Desired heading angle

The desired heading angle using the azimuth angles β1 and β2 is proposed as

χdes =


β1 + β2

2
+ Sχ ∀ α1 + α4

2
+ Sγ ∈

[
−π
2
,
π

2

]
(3.17a)

−
(
β1 + β2

2
+ Sχ

)
otherwise (3.17b)

where the term β1+β2
2

represents the angular bisector component and second term Sχ repre-

sents the shaping angle component. The key idea behind the proposed desired heading angle

is similar to the one discussed in Subsection 2.2 of Chapter 2. The shaping angle term in Eq.

(3.17) is given by

Sχ(β1, β2) =


sgn

(
β1+β2

2
+ π

2

) ∣∣π2−(β1+β2)2
∣∣ 12

4
,

for β1(t), β2(t) ∈ [−π, 0]

sgn
(
β1+β2

2
− π

2

) ∣∣π2−(β1+β2)2
∣∣ 12

4
,

for β1(t), β2(t) ∈ (0, π)

(3.18)

The guidance logic employed in the design of desired heading for the vehicle involves directing

it towards the window by achieving an equal distance from the window edges E1 − E4 and

E2 −E3. The shaping angle as governed by Eq. (3.18) and as illustrated in Fig. 3.5 is adjusted

in accordance with the angular bisector component to direct the vehicle towards the center of

the window.

For the geometries which corresponds to α1+α4

2
+Sγ /∈

[
−π

2
, π
2

]
, that is, the ones character-

ized by Eqs. (3.12b) and (3.12c), the quadrotor heading direction is evaluated using Eq. (3.17b).

This relation Eq. (3.17b) captures the effect of changes required for maintaining γdes ∈
[
−π

2
, π
2

]
on the X − Y plane.

Remark 3.2 The proposed heading angle as expressed in Eq. (3.17), and the corresponding shap-

ing function described as in Eq. (3.18) can also be formulated as a function of azimuth angles

with respect to window extremities E3 and E4.
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Figure 3.5: Elliptic shaping angle profile for χdes

3.3 Stability Characteristics

This section discusses the stability characteristics of the proposed guidance strategy followed

by phase portrait analysis in the bearing angle space.

Theorem 3.1 Governed by the system Eqs. (3.4)-(3.9) and (3.12)-(3.18), the vehicle motion is

asymptotically stable about the line passing through the centroid of the window and normal to

the window plane.

Proof: Figure 3.6 shows an instantaneous geometry of a quadrotor approaching the window.

Let D be the instantaneous distance of the quadrotor from the line normal to the window

plane and passing through the centroid. Let Dx and Dz represent the horizontal and vertical

displacements of the quadrotor with respect to the normal line, respectively, as shown in Fig.

3.6. Using the geometries depicted in Figs. 3.2 and 3.6 the following relations can be readily

deduced,

Dx = −
(
R1 cosα1 cos β1 +

a

2

)
(3.19)

Dz = −
(
R1 sinα1 −

b

2

)
(3.20)
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From Figs. 3.2 and 3.6, the window dimensions a and b can be expressed in terms of line-of-

sight distances and bearing angles with respect to extremities E1, E2, and E4 as

a = R2 cosα2 cos β2 −R1 cosα1 cos β1 (3.21)

b = R1 sinα1 −R4 sinα4 (3.22)

Using Eqs (3.21) and (3.22) in Eqs. (3.19) and (3.20) yield

Dx = −1

2
(R1 cosα1 cos β1 +R2 cosα2 cos β2) (3.23)

Dz = −1

2
(R1 sinα1 +R4 sinα4) (3.24)

Consider a Lyapunov function

W =
1

2

(
D2
x +D2

z

)
(3.25)

Here, W ≥ 0 for all (Dx, Dz) ∈ R2 with W = 0 if and only if Dx = Dz = 0. Hence the

Lyapunov function W is positive definite in the domain R2. Taking the time derivative of the

Lyapunov function,

Ẇ = DxḊx +DzḊz (3.26)

Differentiating Eq. (3.23) with respect to time,

Ḋx =
1

2

(
−R1β̇1 cosα1 sin β1 + cos β1

(
−R1α̇1 sinα1 + Ṙ1 cosα1

)
−R2β̇2 cosα2 sin β2 + cosβ2

(
−R2α̇2 sinα2 + Ṙ2 cosα2

))
(3.27)

Using Eqs. (3.7)-(3.9), γ = γdes, and χ = χdes in Eq. (3.27),

Ḋx = V cos γdes cosχdes (3.28)

Differentiating Eq. (3.24) with respect to time,

Ḋz =
1

2

(
R1α̇1 cosα1 + Ṙ1 sinα1 +R4α̇3 cosα4 + Ṙ3 sinα4

)
(3.29)

Using Eqs. (3.7)-(3.9) and γ = γdes in Eq. (3.29),

Ḋz = V sin γdes (3.30)
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Figure 3.6: Instantaneous geometry of quadrotor moving towards the window
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Using Eqs. (3.28) and (3.30) in Eq. (3.26),

Ẇ = DxV cos γdes cosχdes +DzV sin γdes (3.31)

From the relative geometries in Figs. 3.7a and 3.7b, it can be noted that

cosα1

cosα4

=
R4

R1

(3.32)

R1 cosα1

R2 cosα2

=
sin β2
sin β1

(3.33)

Rest of the analysis divided into four quadrants around the centroid of the window as follows

1. Case 1: Dz < 0 and Dx < 0

From Eq. (3.24), when Dz < 0

R1 sinα1 +R4 sinα4 > 0 (3.34)

which implies
R1

R4

sinα1 + sinα4 > 0 (3.35)

Using Eq. (3.32) in Eq. (3.35) with Dz < 0,

=⇒ cosα4

cosα1

sinα1 + sinα4 > 0

=⇒ cosα4 sinα1 + sinα4 cosα1 > 0

=⇒ sin(α1 + α4) > 0

which implies
α1 + α4

2
∈
(
0,
π

2

)
∀ Dz < 0 (3.36)

From the proposed guidance command Eq. (3.12), it can be deduced that

γdes ∈
(
0,
π

2

)
∀ α1 + α4

2
∈
(
0,
π

2

)
(3.37)

From Eq. (3.23), when Dx < 0

R1 cosα1 cos β1 +R2 cosα2 cos β2 > 0 (3.38)
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(a) Relative geometry with respect to E1 and E4

(b) Relative geometry with respect to E1 and E2

Figure 3.7: Relative geometries with respect to the window extremities
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which implies
R1 cosα1

R2 cosα2

cos β1 + cos β2 > 0 (3.39)

Using Eq. (3.33) in Eq. (3.39) with Dx < 0,

=⇒ sin β2
sin β1

cos β1 + cos β2 > 0

=⇒ sin β2 cos β1 + sin β1 cos β1 > 0

=⇒ sin(β1 + β2) > 0

which implies
β1 + β2

2
∈
(
0,
π

2

)
∀ Dx < 0 (3.40)

From the proposed guidance command Eq. (3.17), it can be deduced that

χdes ∈
(
−π
2
,
π

2

)
∀ β1 + β2

2
∈
(
0,
π

2

)
(3.41)

Using Eqs. (3.37) and (3.41) in Eq. (3.31)

Ẇ < 0 ∀ Dz < 0, Dx < 0 (3.42)

2. Case 2: Dz > 0 and Dx > 0

From Eq. (3.24), when Dz > 0

R1 sinα1 +R4 sinα4 < 0 (3.43)

which implies
R1

R4

sinα1 + sinα4 < 0 (3.44)

Using Eq. (3.32) in Eq. (3.44) with Dz > 0,

=⇒ cosα4

cosα1

sinα1 + sinα4 < 0

=⇒ cosα4 sinα1 + sinα4 cosα1 < 0

=⇒ sin(α1 + α4) < 0

which implies
α1 + α4

2
∈
(
−π
2
, 0
)

∀ Dz > 0 (3.45)
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From the proposed guidance command Eq. (3.12), it can be deduced that

γdes ∈
(
−π
2
, 0
)

∀ α1 + α4

2
∈
(
−π
2
, 0
)

(3.46)

From Eq. (3.23), when Dx > 0

R1 cosα1 cos β1 +R2 cosα2 cos β2 < 0 (3.47)

which implies
R1 cosα1

R2 cosα2

cos β1 + cos β2 < 0 (3.48)

Using Eq. (3.33) in Eq. (3.48) with Dx > 0,

=⇒ sin β2
sin β1

cos β1 + cos β2 < 0

=⇒ sin β2 cos β1 + sin β1 cos β1 < 0

=⇒ sin(β1 + β2) < 0

which implies
β1 + β2

2
∈
(π
2
, π
)

∀ Dx > 0 (3.49)

From the proposed guidance command Eq. (3.17), it can be deduced that

χdes ∈
(π
2
, π
]
∪
(
−π,−π

2

)
∀ β1 + β2

2
∈
(π
2
, π
)

(3.50)

Using Eqs. (3.46) and (3.50) in Eq. (3.31)

Ẇ < 0 ∀ Dz > 0, Dx > 0 (3.51)

3. Case 3: Dz < 0 and Dx > 0

Using Eqs. (3.36) and (3.49) in proposed guidance command Eqs. (3.12) and (3.17), it can

be deduced that

γdes ∈
(
0,
π

2

)
∀ α1 + α4

2
∈
(
0,
π

2

)
(3.52)

χdes ∈
(π
2
, π
]
∪
(
−π,−π

2

)
∀ β1 + β2

2
∈
(π
2
, π
)

(3.53)

Using Eqs. (3.52) and (3.53) in Eq. (3.31)

Ẇ < 0 ∀ Dz < 0, Dx > 0 (3.54)
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4. Case 4: Dz > 0 and Dx < 0

Using Eqs. (3.40) and (3.45) in proposed guidance command Eqs. (3.12) and (3.17), it can

be deduced that

γdes ∈
(
−π
2
, 0
)

∀ α1 + α4

2
∈
(
−π
2
, 0
)

(3.55)

χdes ∈
(
−π
2
,
π

2

)
∀ β1 + β2

2
∈
(
0,
π

2

)
(3.56)

Using Eqs. (3.56) and (3.55) in Eq. (3.31),

Ẇ < 0 ∀ Dz > 0, Dx < 0 (3.57)

From Eqs. (3.31), (3.42), (3.51), (3.54) and (3.57), it can be deduced that

Ẇ ≤ 0 ∀ (Dx, Dz) ∈ R2 (3.58)

Ẇ = 0 at Dx = 0, Dz = 0 (3.59)

2

3.3.1 Phase plane analysis

In this section, we further analyze the behavior of the system described by the Eqs. (3.4)-(3.6)

under the proposed guidance commands given by Eqs. (3.12) and (3.17), where χ and γ take

their desired values. The analysis is carried out for a window of dimension of a = 4 m and

b = 3 m. Considering the system states as α1, α4, β1 and β2, phase portraits are generated

by numerically solving system Eqs. (3.4)-(3.6) for various initial conditions α1(ti), α4(ti) ∈

[−π
2
, π
2
] and β1(ti), β2(ti) ∈ [−π, π). The resulting phase portraits are shown in Fig. 3.8.

The analysis shows that the system states (α1(t),α4(t)) reach to their desired final point of

(36.87,−36.87) deg, as illustrated in Fig. 3.8a. The elevation angles reach their desired values

of α1(tT ) = −α4(tT ) = 36.87 deg, as in Eq. (3.11), indicating a successful window traversal.

Furthermore, we analyze the trajectories of the system in the β1 − β2 plane, shown in Fig.

3.8b. All the trajectories converge to one of the two desired points e1 = (−180, 0) deg or

e2 = (180, 0) deg, as in Eq. (3.10), indicating the final desired state of traversal. A similar

phase portrait behavior in α2 − α3 and β4 − β3 plane can be seen in Figs. 3.9a and 3.9b. It is
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(a) Phase portraits in α1 − α4 plane.

(b) Phase portraits in β1 − β2 plane.

Figure 3.8: Phase plane analysis in α1 − α4 and β1 − β2 planes
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(a) Phase portraits in α2 − α3 plane.

(b) Phase portraits in β4 − β3 plane.

Figure 3.9: Phase plane analysis in α2 − α3 and β4 − β3 planes.
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to be noted that in the planes considered, few trajectories seem to be intersecting. However,

the three-dimensional vehicle trajectories are distinct and non-intersecting for different initial

conditions, while the projections may not always indicate that.

3.4 Trajectory Generation and Control
This section presents the guided trajectory generation and the control architecture of the

quadrotor. The desired velocity components (vxdes, vydes, vzdes) are generated using Eqs. (3.4)-

Figure 3.10: Guided trajectory generation and control architecture

(3.6) as

vxdes(t) = V cos γdes(t) cosχdes(t) (3.60)

vydes(t) = V cos γdes(t) sinχdes(t) (3.61)

vzdes(t) = V sin γdes(t) (3.62)

Using Eqs. (3.60)-(3.62) the desired position (xdes, ydes, zdes) can be generated as

xdes = x(ti) +

∫ t

ti

vxdes(t)dt (3.63)

ydes = y(ti) +

∫ t

to

vydes(t)dt (3.64)

zdes = z(ti) +

∫ t

to

vzdes(t)dt (3.65)

where (x(ti), y(ti), z(ti))R3 represent the initial position coordinate of the quadrotor in world

frame. The control architecture of the quadrotor is illustrated in Fig. 3.10, where the desired

trajectories are generated through the guidance block utilizing bearing angle information.
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As discussed in Subsection 2.4.2 of Chapter 2, the desired position Eqs. (3.63)-(3.65) and

its derivatives Eqs. (3.60)-(3.62) can be related to the control inputs u1, u2, u3, and u4 through

control relations Eqs. (3.66)-(3.69).

u1 = m(g +Kdz(vzdes − ż) +Kpz(zdes − z)) (3.66)

u2 = Kdϕ(pc − p) +Kpϕ(ϕc − ϕ) (3.67)

u3 = Kdθ(qc − q) +Kpθ(θc − θ) (3.68)

u4 = Kdψ(rc − r) +Kpψ(ψc − ψ) (3.69)

Here, (Kdz, Kpz), (Kdϕ, Kpϕ), (Kdθ, Kpθ), and (Kdψ, Kpψ) represent the tunable controller

gains for u1, u2, u3, and u4, respectively, and the commanded angular velocity components

(pc, qc, rc) are computed using the derivatives of commanded attitude angles (ϕ̇c, θ̇c, ψ̇c) using

Eq. (2.45).

3.5 Qualitative Comparison with Existing Works
A qualitative comparison study is carried out with existing gap traversal methods. Existing

and proposed traversal strategies presented in Chapters 2 and 3 are compared with respect to

gap information required and the computation involved in generating a safe trajectory. The

comparative summary is presented in Table 3.1.

It can be noted that, in terms of the gap information, the proposed methods would require

only an edge detection algorithm that can run on a binary image. This is in contrast to ei-

ther complete prior information of the gap in the world frame or depth information of the

gap. In addition, the proposed trajectory planning guidance commands offer a simple easy-to-

implement analytic form that does not require iterations or numerical solutions.
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Table 3.1: Qualitative comparison study

Methods Gap information Trajectory planning computations

Mellinger et al. [21]
Dimension of the gap in the
world frame.

Instantaneous vehicle position, and
velocity components are computed
with backward integration of
equation of motion considering
known final goal point and arrival
time.

Mellinger et al. [22]
Dimension of the gap in the
world frame.

Computation of time parameterized
optimal trajectory through a series
of known waypoints with gap
dimension constraints. Numerical
solution of the optimization problem
using Quadratic programming.

Saurabh et al. [23]
Gap vertices in the world
frame.

Computation of six coefficients,
two each for defining instantaneous
desired position in 3-D.

Falanga et al. [26]
Gap centroid is computed
using 8 feature points in the
image, depth information.

Computation of time parameterized
second order position and velocity
profile passing through center of the
gap.
Numerical solution for trajectory
parameters using Sequential
Quadratic Programming (SQP).

Guo et al. [27]

Desired images of the gap
need to be taken and stored
before hand for comparison
with instantaneous images,
additional depth information
for translation variables.

Image-based trajectory planning in
terms of invariant image features
and heading angle.
Quadratic program based solution
for minimum snap of translation
between current image and desired
image.

Proposed method

Bearing information of the
gap boundary which can
obtained using edge detection
algorithms followed by
resolution of the obtained
gap bearing information in
horizontal plane.

Trajectory generation using simpler
closed-form analytic guidance
commands of Eqs. (2.8), (3.12) and
(3.17).
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3.6 Numerical Simulation Results

Numerical simulations are carried out to evaluate the performance of the proposed method

using a 6-DOF quadrotor model with mass and moment of inertia properties described in

Section 2.5 of Chapter 2. A window with dimensions a = 2 m and b = 3 m with edges

E1 = (7, 10, 10) m,E2 = (9, 10, 10) m,E3 = (9, 10, 7) m, andE4 = (7, 10, 7) m, is considered.

The centroid of the window is Wc = (8, 10, 8.5) m, which is the desired traversal point. The

quadrotor traversal speed is chosen as V = 1 m/s. All simulations use desired yaw angle

ψdes = 0 deg and initial velocity of 0 m/s. The controller gains for position and attitude control

are selected as Kpz = 3.8, Kdz = 3.5, Kpy = 12.7, Kdy = 4.2, Kpx = 6, Kdx = 3.5, Kpjx = 6,

Kdjx = 3.5,Kpjy = 12.7,Kdjy = 4.2,Kpϕ = 12.8,Kdϕ = 0.5,Kpθ = 1.8,Kdθ = 0.2,Kpψ = 2,

and Kdψ = 0.5. Once the traversal condition (3.10) is met, the guidance commands follow

their already achieved heading angle χdes = π
2

rad and flight path angle γdes = 0 rad. The

commanded roll and pitch angles are saturated to be within ±20 deg.

3.6.1 Case 1. Sample window traversal scenario with noise-free bear-
ing information

This case considers the trajectory generation using noise-free bearing angles α1, α4, β1, and

β2, respectively. The initial position of the quadrotor is set to (14, 2, 0) m. The quadrotor

successfully traverses through the desired traversal point T (8, 10, 8.5) m at 15.43 s, as shown

in Fig. 3.11. The angular bisector of elevation angles
(
α1+α4

2

)
reaches its final desired state

of 0 deg at 13.5 s, as shown in Figs. 3.12a. Similarly, the angular bisector of azimuth angles(
β1+β2

2

)
achieves the desired value of π

2
rad at 13.63 s, as illustrated in Fig. 3.12b. In Fig.

3.12c, the variation of shaping angle component for γdes is plotted against its angular bisector

component. In accordance with Eq. (3.13), the shaping component monotonically decreases

to zero when the angular bisector component reaches zero, leading to the desired traversal.

Additionally, the variation of the shaping angle component for the χdes is plotted against its

angular bisector component in Fig. 3.12d. The shaping component attains zero when the

desired angular bisector of π
2

rad is achieved. The roll and pitch responses of the quadrotor

are illustrated in Figs. 3.13a and 3.13b, respectively. The velocity response of the quadrotor
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Figure 3.11: Quadrotor trajectory of Case 1

shown in Fig. 3.13c indicates that the traversal speed of 1 m/s is achieved at 3.75 s.

3.6.2 Case 2. Effect of noise in bearing information

This case study investigates the performance of proposed guidance method when the bearing

angle information is corrupted by noise. The noisy bearing measurements are generated by

adding zero mean Gaussian-noise to the true values. That is, αim(t) = αi(t) + N(0, σ2), and

βim(t) = βi(t) + N(0, σ2), where αim and βim are the noisy bearing measurements. Here, σ

is the standard deviations associated with the noise. The robustness of the guidance method

is studied with respect of unfiltered αim and βim utilized in the proposed guidance commands

of Eqs. (3.12) and (3.17). The initial conditions and window geometry are identical to the ones

considered in Case 1. This case study considers the standard deviation of σ = 4 deg. The

quadrotor trajectory plotted in Fig. 3.14, indicates a safe traversal of the quadrotor through

the window. True values and measured values of the elevation angles and azimuth angles are

plotted in Figs. 3.15a and 3.15b, respectively. The vehicle distance from the centroid of the
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Figure 3.12: Results for Case 1
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Figure 3.13: Results for Case 1
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window is shown in Fig. 3.15c, which indicates that the quadrotor reaches the traversal point

with a negligible error of ∆ = 0.013 m from its desired value. Here, ∆ = ∥T −Wc∥ denotes

the distance between the traversal point and centroid of the window.
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Figure 3.14: Quadrotor trajectory for Case 2

3.6.3 Case 3: Various initial conditions and noisy measurements

A Monte-Carlo simulation is carried out for 100 initial conditions, for a specified noise distri-

bution. With uniform distribution, the initial conditions satisfy x(ti) ∈ [0, 20] m, y(ti) ∈ [0, 9]

m, and z(ti) ∈ [0, 20] m, respectively. The bearing measurements are corrupted by noise with

its characteristics identical to those considered in Case 2 with σ = 1, 2, . . . , 7 deg. The perfor-

mance of the proposed method is evaluated by examining the distance between the quadrotor

traversal point from its desired point. The statistical results for specified noise distribution are

illustrated in Table. 3.2. The mean and standard deviation results indicate a negligible deterio-

ration in the performance. Figure 3.16 presents twenty of randomly selected trajectories from

the study. This case study demonstrates the robustness of the proposed method with respect
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Figure 3.15: Results for Case 2
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Table 3.2: Statistical results of Case 3

Bearing measurement noise
N(mean, standard deviation(deg.)2)

Distance between traversal point and centroid
(m)

Mean Standard deviation
N(0, 12) 0.0213 0.0627
N(0, 22) 0.0381 0.1417
N(0, 32) 0.0578 0.2289
N(0, 42) 0.0514 0.2157
N(0, 52) 0.0452 0.1185
N(0, 62) 0.0526 0.1627
N(0, 72) 0.0683 0.2556

to the quadrotor’s initial points.

Figure 3.16: Quadrotor trajectories of Case 3
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3.7 Summary
This chapter proposed a novel guidance solution to the problem of quadrotor window traversal

using bearing-only information of window extremities. The desired trajectory is generated

using two distinct proposed guidance commands, which include a desired flight path angle

and a desired heading angle. These commands comprise an angular bisector component and

an elliptical shaping function, dynamically responding to instantaneous bearing angle values.

The proposed guidance commands generate a desired trajectory based on the instantaneous

bearing angle values, with elevation and azimuth angles directing the desired flight path angle

and heading direction for the traversal. Stability analysis and phase plane analysis confirm

the guaranteed traversal capability of the proposed guidance method. The proposed method

is applied to a 6-degree-of-freedom quadrotor by considering dynamic attitude constraints

and noise in the bearing information. Monte-Carlo simulation with various initial conditions

demonstrates the robustness of the proposed method.
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Chapter 4

Guidance Framework for Lane
Transition in Air Corridors

This chapter presents a new lane transition guidance method for a quadrotor flying in an

air corridor system. The proposed method comprises three guidance phases: a discerning

guidance phase for determining velocity of the neighboring vehicles, a longitudinal guidance

phase for identifying an appropriate gap in the destination lane, and a transit guidance phase

for maneuvering to the desired gap. Local asymptotic stability is ascertained for the proposed

guidance phases. Simulation results and the Monte Carlo test demonstrate the feasibility, ef-

fectiveness, and robustness of the proposed method for safe autonomous lane transition.

4.1 Problem Formulation

Consider a two-dimensional air corridor UAV mobility system with a representative traffic

lane and a service lane, as shown in Fig. 4.1. Traffic lane is a relatively busy segment with

quadrotors moving along the prescribed traffic direction. Service lane can be used by quadro-

tors trying to gain access to the traffic lane. Figure 4.1 shows a typical lane transition scenario

where the ego vehicle tries to join the main traffic starting from a given position in the service

lane. The lanes in the air corridor are assumed to be operating at constant altitude levels. It is

assumed that vehicles in the traffic lane move with a specified constant speed vt. This helps in

maintaining a constant safe separation between vehicles moving in the traffic lane. As a virtue

of the corridor architecture, the lateral separation between the lanes d is a constant, and this

information is available to the vehicles using the corridor. We consider a local planning sce-

61
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Figure 4.1: Lane transition scenario in an air corridor

nario where, using vision sensors, the ego vehicle has the relative bearing information of the

immediate neighboring vehicles in the traffic lane. A fixed reference frame is considered with

its X-axis parallel to the corridor lanes. The guidance objective here is to command the ego

vehicle’s longitudinal and lateral motion for identifying a suitable gap in the traffic lane and

moving into it.

4.2 Proposed Lane Transition Guidance Method

Consider the instantaneous geometry between the ego vehicle and a neighboring vehicle in

the traffic lane, as shown in Fig. 4.2. Here, Qe represents the ego vehicle, and Qi (for i =

1, 2, . . . , N ) denotes the ith vehicle in the traffic lane. The variables xe, ye, and χe represent

the longitudinal position, lateral position, and the heading angle with respect to the positive

X-axis of the ego vehicle, respectively. The kinematic equations of motion for point object

ego vehicle are given by

ẋe(t) = vx(t) = ve(t) cosχe(t) (4.1)

ẏe(t) = vy(t) = ve(t) sinχe(t) (4.2)

where ve represents the total velocity and vx, vy are the velocity components along the lon-

gitudinal and lateral directions, respectively. Using Eqs. (4.1) and (4.2), the total speed and
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heading of the ego vehicle can be expressed as

ve = (vx
2 + vy

2)
1
2 , χe = tan−1

(
vy
vx

)
(4.3)

In Fig. 4.2, Ri represents the line-of-sight separation between the vehicles Qe and Qi. The

angular orientation θi of line-of-sight separation with respect to the positive X-axis defines

the bearing or line-of-sight angle. Accordingly, the kinematic equations for relative motion

Figure 4.2: Instantaneous geometry.

between the ego vehicle and ith neighboring vehicle can be defined as

Ṙi = vt cos θi − ve cos(χe − θi) (4.4)

θ̇i =
−vt sin θi − ve sin(χe − θi)

Ri

(4.5)

where vt is the speed of the vehicles moving in the traffic lane. Based on bearings-only infor-

mation, a three-phased guidance approach is presented as a solution to the problem.

4.2.1 Discerning guidance phase

The driving logic for the first phase, that is, discerning guidance phase is to maneuver the

ego vehicle in the service lane so as to attain a non-rotating line-of-sight with respect to a

neighboring vehicle in the traffic lane. Property 1 describes the logic.

Property 1 The rate of change in line-of-sight angle is zero when two vehicles move with iden-

tical speeds and heading direction.



4.2. Proposed Lane Transition Guidance Method 64

The result in Property 1 can be readily deduced by using ve = vt and χe = 0 in Eq. (4.5), which

leads to

θ̇i = 0 (4.6)

For the discerning phase a forward acceleration command is proposed for the ego vehicle as

ax = −δθ̇i (4.7)

where δ is a positive gain. Using vy = 0 in Eq. (4.3), the total velocity and heading of the ego

vehicle can be obtained as

ve = vx, χe = 0 (4.8)

Using Eq. (4.8) in Eq. (4.5), the rate of change of line-of-sight angle in this phase can be written

as

θ̇i =
(vx − vt) sin θi

Ri

(4.9)

where vx ∈ Dd and θi ∈ (0, π). Here, Dd = [−vm, vm] represents the domain of longitudinal

speed, where vm ∈ R is the maximum speed of the ego vehicle. It can be noted that vx = vt is

the equilibrium point for the dynamics in Eq. (4.9).

Proposition 4.1 For the proposed forward acceleration guidance command Eq. (4.7), the vehicle

motion is locally asymptotically stable about the equilibrium point vx = vt for all vx(t = 0) ∈

Dd.

Proof: Consider a Lyapunov function,

W1(vx) =
1

2
(vt − vx)

2 (4.10)

Here, W1(vx) = 0 for vx = vt and W1(vx) > 0, for all vx ̸= vt. Hence, the function W1(vx) is

positive definite in Dd. Taking the time derivative of the candidate function in Eq. (4.10),

Ẇ1(vx) = −(vt − vx)ax (4.11)

Using Eq. (4.7) and Eq. (4.11),

Ẇ1(vx) = (vt − vx)δθ̇i (4.12)
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Using the line-of-sight rate expression of Eq. (4.9) in Eq. (4.12) leads to

Ẇ1(vx) = −(vt − vx)
2δ sin θi

Ri

(4.13)

Using Eq. (4.13), θi ∈ (0, π) and δ > 0, it can be deduced that Ẇ1(vx) is a negative definite

function in Dd, that is,

Ẇ1(vx) ≤ 0 ∀ vx ∈ Dd (4.14)

Ẇ1(vx) = 0 at vx = vt (4.15)

2

As per Proposition 4.1, the ego vehicle attains a longitudinal speed that is equal to the

unknown speed of the vehicles in the traffic lane. Accordingly, the ego vehicle registers its

instantaneous speed at the end of the discerning phase as the speed of the vehicles in the

traffic lane.

Proposition 4.2 Following the proposed guidance command of Eq. (4.7) in the discerning phase,

an approximate time TD taken to reach any line-of-sight rate ϵ is given by

TD ≊
d

δsin2 θid(to)
log

(
θ̇id(to)

ϵ

)

where θ̇id(to) is the line-of-sight rate at the beginning of the discerning phase and ϵ
θ̇id(to)

∈ (0, 1).

Proof: During the discerning phase, the of line-of-sight separation Ri can be related to the

lateral separation d between the lanes as

Ri =
d

sin θi
(4.16)

Using Eq. (4.16) in Eq. (4.9), the line-of-sight rate can be expressed as

θ̇i =
sin2 θi(vx − vt)

d
(4.17)

Assuming negligible changes in the initial line-of-sight angle θid(to) during the discerning

phase, Eq. (4.17) simplifies to

θ̇i =
sin2 θid(to)(vx − vt)

d
(4.18)
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Figure 4.3: An instantaneous geometry during the longitudinal guidance phase.

Differentiating Eq. (4.18) with respect to time and using Eq. (4.7) therein leads to

θ̈i =
−δ sin2 θid(to)

d
θ̇i (4.19)

which can be solved to obtain

θ̇i(t) = θ̇id(to)e
− δ sin2 θid(to)

d
t (4.20)

Since δ sin2 θid(to)
d

> 0, from (4.20), it can be deduced that θ̇i(t) varies monotonically from θ̇id(to)

to zero. Integrating Eq. (4.20), the time TD taken to attain any line-of-sight rate ϵ satisfying
ϵ

θ̇id(to)
∈ (0, 1) can be deduced as

TD ≊
d

δsin2 θid(to)
log

(
θ̇id(to)

ϵ

)
(4.21)

2

4.2.2 Longitudinal guidance phase

Utilizing the speed of the vehicles in the traffic lane as obtained at the end of the discerning

guidance phase, the longitudinal guidance phase maneuvers the ego vehicle along the service

lane until it finds a gap of suitable width in the traffic lane. The gaps in the traffic lane are

identified using bearing information of two adjacent vehicles as depicted in Fig. 4.3. A gap of
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minimum width 2∆safe is considered feasible for merging into the traffic lane. The ego vehicle

maneuvers to achieve the bearing orientation θdes with respect to the ith vehicle in the traffic

lane such that

θdes = π − tan−1

(
d

∆safe

)
(4.22)

At this orientation, a forward clearance is ∆safe with respect to the ith vehicle. Using d,

∆safe > 0 in Eq. (4.22),

θdes ∈
(π
2
, π
)

(4.23)

From this relative position, the forward separation between ego vehicle and i+ 1th vehicle can

be determined as

li+1 =
d

tan θi+1

(4.24)

A gap is considered suitable if

li+1 ≥ ∆safe (4.25)

For achieving the desired orientation with respect to the ith vehicle in the traffic lane, a longi-

tudinal velocity command is proposed for the ego vehicle as

vx = vt (1 + k sin(θdes − θi)) (4.26)

where k is a positive gain.

It can be noted that the proposed longitudinal velocity command in Eq. (4.26) provides

a variable relative speed with respect to the neighboring vehicle, which leads to attaining

the desired relative orientation θdes. To construct such a velocity command, the neighboring

vehicles’ velocity vt is needed, which is obtained by the proposed discerning phase. Again,

using vy = 0 in Eq. (4.3), the total velocity and heading of the ego vehicle in the longitudinal

phase satisfy Eq. (4.8), which leads to the line-of-sight rate as governed by Eq. (4.9). Using Eq.

(4.26) in Eq. (4.9), the line-of-sight rate in the longitudinal phase can be deduced as

θ̇i =
kvt sin(θdes − θi) sin θi

Ri

(4.27)

where θi ∈ DL. The domain of line-of-sight angle during longitudinal phase DL is defined

as DL = (0, π). The solution θi = θdes corresponds to equilibrium line-of-sight angle for this

phase. Next, we investigate the stability of the system about that equilibrium point.
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Proposition 4.3 Following the proposed longitudinal velocity command of Eq. (4.26), the motion

of the ego vehicle is asymptotically stable about θi = θdes for all θi(to) ∈ DL.

Proof: Consider the Lyapunov candidate function

W2(θi) =
1

2
(θdes − θi)

2 (4.28)

Here, W2(θi) ≥ 0 for all θi ∈ DL with W2(θi) = 0 if and only if θi = θdes. Hence, the

Lyapunov candidate function in Eq. (4.28) is positive definite over the domain DL. The time

derivative of the Lyapunov candidate function can be obtained using Eq. (4.28) as

Ẇ2(θi) = −(θdes − θi)θ̇i (4.29)

Using Eq. (4.27) in Eq. (4.29) yields

Ẇ2(θi) = −kvt(θdes − θi) sin(θdes − θi) sin θi
Ri

(4.30)

Eq. (4.30) implies

Ẇ2(θi) ≤ 0 ∀ θi ∈ DL (4.31)

Ẇ2(θi) = 0 at θi = θdes (4.32)

2

If a gap is found unsuitable, the ego vehicle uses the proposed longitudinal velocity com-

mand for achieving θdes with respect to the i + 1th vehicle. The process is repeated until a

suitable gap is found.

Proposition 4.4 During a longitudinal phase, the time TL taken by the ego vehicle to attain any

θilf ∈ (θil(to), θdes), where θil(to) is the line-of-sight angle at the beginning of that longitudinal

phase, is given by

TL =
d

kvtsin
2θdes

(
sin θdes (csc θil(to)− csc θilf ) + 2 tanh−1

(
sin θdes tan

θilf
2

+ cos θdes

)

+cos θdes log

(
tan

θilf
2

tan θil(to)
2

)
− 2 tanh−1

(
sin θdes tan

θil(to)

2
+ cos θdes

))
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Proof: During longitudinal phase, the line-of-sight separation again satisfies Eq. (4.16), and

using that information in (4.27), the line-of-sight rate can be expressed as

θ̇i =
kvt sin(θdes − θi) sin

2 θi
d

(4.33)

which implies

TL =
d

kvt

∫ θilf

θil(to)

dθi
sin(θdes − θi) sin

2 θi
(4.34)

=⇒ TL =
d

kvtsin
2θdes

(
sin θdes (csc θil(to)− csc θilf ) + 2 tanh−1

(
sin θdes tan

θilf
2

+ cos θdes

)

+cos θdes log

(
tan

θilf
2

tan θil(to)
2

)
− 2 tanh−1

(
sin θdes tan

θil(to)

2
+ cos θdes

))
(4.35)

2

4.2.3 Transit guidance phase

The transit guidance phase is a maneuver that starts after the ego vehicle identifies a suit-

able gap in the traffic lane. Specifically, when the ego vehicle attains θdes with respect to ith

neighboring vehicle, with li+1 satisfying Eq. (4.25). Using the bearing information θi, the

longitudinal and lateral velocity commands for the transit guidance phase are proposed as

vx = vt (4.36)

vy = κ sin θi (4.37)

where κ is a positive gain. The transit guidance phase uses a purely lateral maneuver for the

ego vehicle to move to the identified gap in the traffic lane. Figure 4.4 represents an instanta-

neous quadrotor position while executing the transit maneuver. Using Eqs. (4.1) and (4.2) in

Eq. (4.5),

θ̇i =
−vt sin θi − vy cos θi + vx sin θi

Ri

(4.38)

Using Eqs. (4.36)-(4.38), the rate of change of line-of-sight angle in this phase can be expressed

as,

θ̇i = −κ sin θi cos θi
Ri

(4.39)
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Figure 4.4: Instantaneous geometry during transit phase

where θi ∈ DT . The domain for line-of-sight angle during the transit phase is given by

DT =

[
θdes,

3π

2

)
(4.40)

Note that 3π
2

is the theoretical upper bound on θi during this phase, which corresponds to

ye → ∞. Equations (4.23) and (4.40) imply

DT =

(
π

2
,
3π

2

)
(4.41)

Note that θi = π is the only equilibrium point of the dynamics given in Eq. (4.39) that is within

DT . This equilibrium point corresponds to the desired position of the ego vehicle in the traffic

lane.

Proposition 4.5 Under the lateral velocity guidance command given in Eq. (4.37), the ego ve-

hicle motion is asymptotically stable about θi = π for all θi(to) ∈ DT .

Proof: Consider a Lyapunov candidate function

W3(θi) =
1

2
(π − θi)

2 (4.42)

Here, W3(π) = 0 and W3(θi) > 0, for all θi ̸= π, and accordingly, the function in Eq. (4.42) is

positive definite in DT . Taking the time derivative of the Lyapunov candidate function in Eq.

(4.42)

Ẇ3(θi) = −(π − θi)θ̇i (4.43)
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Using Eq. (4.39) in Eq. (4.43),

Ẇ3(θi) =
κ(π − θi) sin θi cos θi

Ri

(4.44)

Eq. (4.44) implies

Ẇ3(θi) ≤ 0 ∀ θi ∈ DT (4.45)

Ẇ3(θi) = 0 at θi = π (4.46)

2

Thus, using the proposed lateral velocity guidance law, the bearing angle asymptotically

converges to the desired value of π starting from any initial condition in DT . Further, the

relative motion during the proposed transit phase is along the shortest distance between the

two lanes, which can minimize the time spent outside any cylindrical geofences considered

around the lanes.

Proposition 4.6 The time TT taken by the ego vehicle to reach any θitf ∈ (θdes, π) during

transit phase is given by

TT =
∆safe

κ

(
sec θitf − sec θdes + log

(
csc θdes + cot θdes
csc θitf + cot θitf

))
Proof: Since the transit phase is a purely lateral maneuver, the line-of-sight separation is

related to forward clearance ∆safe as

Ri cos(π − θi) = ∆safe (4.47)

Using (4.47) in Eq. (4.39), the line-of-sight rate during transit phase is deduced as

θ̇i =
κ sin θicos

2θi
∆safe

(4.48)

Integrating Eq. (4.48), the time taken by the ego vehicle to reach any θitf ∈ (θdes, π) can be

obtained as

TT =
∆safe

κ

∫ θitf

θdes

dθi
sin θi cos2 θi

(4.49)

=⇒ TT =
∆safe

κ

(
sec θitf − sec θdes + log

(
csc θdes + cot θdes
csc θitf + cot θitf

))
(4.50)

2
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Remark 4.1 The time duration characteristics of the three guidance phases expressed in Eqs.

(4.21), (4.35), and (4.50) can serve as effective tools for choosing the guidance gains δ, k, and κ,

respectively.

Proposition 4.7 describes the minimum safety distance property of the proposed three-phased

guidance method.

Proposition 4.7 For ∆safe ≤ d, the line of sight separation Ri(t) ≥ ∆safe, ∀t ≥ 0.

Proof: Let td, tl, and tt denote the time instants at the end of the discerning, longitudinal

and transit guidance phase, respectively, where tt > tl > td > 0. The line-of-sight separation

between Qe and Qi can be written as

Ri =
(
(xe − xi)

2 + (ye − yi)
2
) 1

2 (4.51)

where (xi, yi) denotes the position of the ith vehicle in the traffic lane. During the discerning

and longitudinal phases, vy = 0 or yi − ye = d. Using that information in Eq. (4.51) leads to

R2
i = (xe − xi)

2 + d2, t ≤ tl (4.52)

=⇒ Ri(t) ≥ d, t ≤ tl (4.53)

During the transit phase, xe − xi = ∆safe, which, using Eq. (4.51), implies

R2
i = ∆2

safe + (ye − yi)
2, tl < t ≤ tt (4.54)

=⇒ Ri ≥ ∆safe, tl < t ≤ tt (4.55)

Using Eqs. (4.53) and (4.55) with ∆safe ≤ d ,

Ri(t) ≥ ∆safe, ∀t ≥ 0 (4.56)

2

4.2.4 Discussion

The present work is focused on a paradigm where the ego vehicle has only the local informa-

tion, that is, it can measure the bearing information of the immediate neighboring vehicles.
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Vehicles using air corridors may have limited sensing capability, and the proposed framework

offers an autonomous lane change plan applicable in such scenarios. In the other scenario

where the bearing information of all the vehicles in the traffic lane is accurately available to

the ego vehicle, the first suitable gap can be readily determined by evaluating the gap width

condition
d

tan θi+1

− d

tan θi
≥ 2∆safe, for i = 1, 2, . . . , N (4.57)

where the d
tan θi

is the instantaneous X separation between the ego vehicle and the ith vehicle

in the traffic lane. The longitudinal guidance command of Eq. (4.26) can then be used directly

to approach the first suitable opening. This may avoid the repeated accelerations and deceler-

ations used by the ego vehicle in locally evaluating all the gap widths prior to finding the first

suitable one. In essence, the proposed method works for a quadrotor having the minimum

sensing information to execute lane merge. However, as discussed, a modified version of the

proposed method can be used to ignore unsuitable gaps in case accurate global information is

available.

4.3 Guided Trajectory Generation and Control
The control architecture shown in Fig. 4.5 illustrates the tracking control for the quadrotor.

Using the bearing information θi, and depending on the guidance phase, the guidance block

generates desired velocity commands. The position controller takes the longitudinal and lat-

eral velocity commands, desired altitude, and desired yaw angle as input to generate com-

manded attitude angles and total thrust. The inner attitude control loop generates the rolling,

pitching, and yawing torque.

Desired velocity in the discerning phase can be obtained by integrating the proposed for-

ward acceleration command in Eq. (4.7), as

vxd(t) = vxo +

∫ t

to

−δθ̇idt (4.58)

where vxo represents the initial longitudinal velocity of the ego vehicle. Using Eq. (4.58), the

commanded velocity components for discerning phase can be expressed as

(vxd, vyd) = (vxo − δ(θi − θi(to)), 0) (4.59)
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Figure 4.5: Control architecture.

In the longitudinal phase, the velocity components are deduced using Eq. (4.26) as

(vxd, vyd) = (vt (1 + k sin(θdes − θi)) , 0) (4.60)

In the transit phase, Eqs. (4.36) and (4.37) are used to deduce the commanded velocity compo-

nents as

(vxd, vyd) = (vt, κ sin θi) (4.61)

Note that the first two phases do not involve lateral motion. The position control logic gener-

ates the commanded roll and pitch angles considering a linearized version of Eqs. (2.36) and

(2.37) as

ϕc =
1

g
(ẍc sinψd − ÿc cosψd) (4.62)

θc =
1

g
(ẍc cosψd + ÿc sinψd) (4.63)

where ψd represents the desired yaw angle. The commanded yaw angle is considered to be

equal to the desired yaw angle, that is

ψc = ψd (4.64)

The commanded translational acceleration components ẍc, and ÿc are computed using Pro-

portional Derivative (PD) control logic [21], as

ẍc = Kpx(xd − x) +Kdx(vxd − ẋ) (4.65)

ÿc = Kpy(yd − y) +Kdy(vyd − ẏ) (4.66)
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where Kpx, Kdx, Kpy, and Kdy are tunable position controller gains and the desired position

coordinates, xd and yd are obtained by integrating vxd and vyd. The control input u1 is calcu-

lated using PD control logic as

u1 = m(g +Kdz(żd − ż) +Kpz(zd − z)) (4.67)

where zd represents the desired altitude and (Kdz, Kpz) are tunable controller gains. The

inner-loop attitude control structure uses ϕc, θc, and ψc to generate the control inputs u2, u3,

and u4, respectively, details of which can be found in Subsection 2.4.2 of Chapter 2.

4.4 Numerical Simulation Results
Numerical simulations are conducted to evaluate the performance of the proposed method.

Consider an air corridor system consisting of a traffic and service lane with a lateral separation

d = 3 m. As a sample scenario, we consider three vehicles moving in the traffic lane and an

ego vehicle in the service lane. The quadrotor parameters are chosen as similar to the 6-

DOF quadrotor model with mass and moment of inertia properties described in Section 2.5 of

Chapter 2. The initial positions of the ego vehicle and the three vehicles in the traffic lane are

(12, 17, 10) m, (16, 20, 10) m, (21, 20, 10) m, and (30, 20, 10) m, respectively. The initial velocity

of the ego vehicle is 6 m/s. The minimum feasible gap width is considered as 2∆safe = 8 m,

which using Eq. (4.22), corresponds to θdes = 143.13 deg. The speed of vehicles in the traffic

lane is considered as vt = 5 m/s. All simulations use a desired altitude of zd = 10 m, desired

yaw angle of ψd = 0, and saturation limits on commanded pitch and roll angles as ±25 deg.

The guidance gains are selected as δ = 7, k = 0.5, and κ = 3.3, respectively. The position

controller gains are chosen as Kdx = 7.75, Kpx = 15, Kdy = 8.15, Kpy = 13, Kdz = 7.5, and

Kpz = 15.8. For the inner-loop structure as borrowed from Section 2.4.2 of Chapter 2, the gains

are chosen as Kdϕ = 0.7, Kpϕ = 12.8, Kdθ = 0.5, Kpθ = 5, Kdψ = 0.5, Kpψ = 2, Kdjx = 7.75,

Kpjx = 15, Kdjy = 8.15 and Kpjy = 13. The discerning phase is considered to be over when

the absolute angular bearing rate between the ego vehicle and the neighboring vehicle goes

below 5 × 10−5 rad/s. The longitudinal phase ends when the angular orientation between

the ego vehicle and neighboring vehicle reaches |θdes − θi| ≤ 0.005 rad. All simulations are
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terminated when the ego vehicle attains |yt − ye(t)| ≤ 0.01 m, where yt is the desired lateral

position in the traffic lane.

4.4.1 Case I: Sample lane transition scenario with noise free bearing
information

The proposed guided trajectory is generated using true bearing angle information θ1, θ2, and

θ3 of the vehicles Q1, Q2, and Q3, respectively. Figures 4.6a and 4.6b plot the ego vehicle

trajectory and its relative trajectory with respect to the neighboring vehicles, respectively.

Therein, blue, red, and yellow portions of the trajectory represent discerning, longitudinal,

and transit guidance phases, respectively. The bearing angle variations of the neighboring

vehicles are shown in Fig. 4.6c. The engagement starts with the ego vehicle executing the

discerning phase, which ends with a bearing angle of θ1 = 45.052 deg at 8.3142 s. Using Eq.

(4.21), the duration of the discerning phase can be computed as TD = 9.2658 s by considering

ϵ = 5×10−5 rad/s, which is the termination criterion for the discerning phase. This moderate

error is because of the assumptions made in deriving the analytic expression and the effect of

the 6-DOF dynamics of the vehicle. As marked in Fig. 4.6d, ego vehicle speed at that instant,

ẋ = 5 m/s is recorded as the speed of the vehicles in the traffic lane.

In the longitudinal phase, the ego vehicle moves forward to attain the desired bearing

angle θ1 = θdes deg. with respect to vehicle Q1 and evaluates the safety criterion as given

in Eq. (4.25). The duration of longitudinal phase is 14.8196 s, which matches closely with

the TL = 14.7032 s as obtained using the analytic expression given in Eq. (4.35) with θilf =

θdes − 0.005 rad. The forward separation l2, as evaluated using Eq. (4.24), is found to be 1

m, which violates Eq. (4.25). Accordingly, the vehicle moves forward to attain θ2 = θdes deg

and l3 is evaluated to be 5 m, which is feasible for a transition. The transit phase starts at

36.9819 s, which eventually takes the ego vehicle to the final desired position in 7.2202 s. This

time duration of the transit phase closely matches with TT = 7.0739 s as evaluated using Eq.

(4.50). Therein, θitf = π − tan−1
(

0.01
∆safe

)
is used, which corresponds to yt − ye(t) = 0.01

m. The close match for the analytic and simulation values of TL and TT , respectively, can be

attributed to the exact nature of closed-form expression. From Fig. 4.6d, it can be seen that
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Figure 4.6: Results for Case 1.

the lateral component of the velocity is zero during the discerning and longitudinal guidance

phases. Positive lateral velocity contributes to the lateral movement of the quadrotor during

the transit phase. At the end of the transit guidance phase, the quadrotor attains (ẋ, ẏ) = (5, 0)

m/s, which matches the speed of the vehicles in the traffic lane. Figures 4.7a and 4.7b show

the pitch and roll angle profiles, respectively. The altitude response of the outer loop position

controller is plotted in Fig. 4.7c, which shows tracking of the desired altitude of 10 m with
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negligible error.
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Figure 4.7: Attitude angles and altitude response for Case 1.

4.4.2 Case 2. Effect of noise in bearing information

This case study considers a scenario where the bearing information is corrupted with noise.

The noisy bearing measurements θim(t) are generated by adding zero-mean Gaussian noise

N(0, σ2
θ) to the true values θi(t), where σθ is its standard deviation. A second-order low pass

filter [54] is used to obtain filtered bearing angles θif , which are then fed to the guidance block.

The filter dynamics is governed by

d2θif
dt

+ 2ζωN
dθif
dt

+ ω2
Nθif = ω2

Nθim , i = 1, 2, 3 (4.68)

where ζ and ωN are the damping ratio and natural frequency of the filter. The filter parameters

are chosen as ζ = 0.707 and ωN = 2π rad/sec.

The simulation scenario is similar to the one considered in Case 1. A Monte Carlo simula-

tion study of 100 runs each is conducted for a specified noise distribution. The performance of
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Table 4.1: Effect of noise in bearing information

Bearing measurement
noise

N(mean, standard
deviation(deg.)2)

Detected velocity
vt

(m/sec)

Distance from desired
final position

|R2(tf )−∆safe|
(m)

mean
standard
deviation

mean
standard
deviation

N(0, 0.52) 5.0193 0.0084 0.0836 0.0525
N(0, 12) 5.0186 0.0113 0.0831 0.0670
N(0, 1.52) 5.0153 0.0124 0.0818 0.1081
N(0, 22) 5.0168 0.0165 0.1090 0.1134
N(0, 2.52) 5.0178 0.0236 0.1464 0.1666
N(0, 32) 5.0223 0.0245 0.1713 0.1746

the proposed guidance method is evaluated by studying the detected velocity of neighboring

vehicles at the end of the discerning phase vt and the position error with respect to the de-

sired final position in the destination lane |R2(tf )−∆safe|, where R2(tf ) represents the final

line-of-sight separation between Qe and Q2. Table 4.1 illustrates the statistical results, which

present negligible deterioration in performance. Errors in detected velocity and desired final

position tend to increase with the increased standard deviation of the noise level. However,

these errors are very small.

4.5 Summary
This chapter proposed a bearing-only information-based quadrotor guidance method for safe

lane transition in air corridors. The method uses a three-phased guidance logic using the bear-

ing information of the neighboring vehicles in the destination lane. The discerning guidance

phase determines the velocity of the vehicles in the destination lane by utilizing a forward

acceleration command that nullifies the rate of change of bearing angle. Through a forward

velocity command, the subsequent longitudinal phase attains a desired orientation with re-

spect to a potential gap in the destination lane. In the final phase, the ego vehicle occupies the

desired gap using a lateral velocity guidance command. The commanded velocity inputs in

the proposed method are designed as sinusoidal functions of the bearing information, which

offers smooth and bounded variation in guidance commands to the quadrotor. Asymptotic
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stability is ascertained around the desired equilibrium points of the three guidance phases.

Further analysis deduces closed-form analytic expression for the duration of the three guid-

ance phases. Therein, exact relationships are reduced for the time duration of the longitudinal

and transit phases, while an approximate one is established for the discerning phase. The

performance of the proposed guidance method is verified through simulation studies. Monte

Carlo simulations are carried out using a second-order low-pass filter for normally distributed

noise in the bearing information.



Chapter 5

Experimental Results

This chapter presents experimental validation results for the proposed guidance methods dis-

cussed in Chapters 2 and 3. An indoor experimental setup is utilized, integrating a quadro-

tor, command and communication center, and motion capture system. Figure 5.1 provides an

overview of the system architecture of the overall experimental setup, illustrating the nature of

information exchange between the components. The position and orientation of the quadrotor

are measured using the indoor motion capture system. By combining the motion capture data

and the quadrotor’s inertial measurement unit (IMU) data, the command and communication

system generates and sends control commands to the quadrotor.

Figure 5.1: System architecture

81
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5.1 Experimental Setup
The experimental setup includes a crazyflie 2.0 quadrotor platform with infrared markers at-

tached to it, a motion capture system, and a command and communication system. Details of

these components are presented in the following subsections.

5.1.1 Crazyflie 2.0 Quadrotor

Crazyflie 2.0 nano quadrotor is an open-source experimental platform widely used in academic

research [55–58]. Figure 5.2 shows the Crazyflie 2.0 quadrotor. The quadrotor has four coreless

DC motors, each with a rating of 4.2 V and 1 A. The motors are equipped with shafts measuring

3.5 mm in length and 0.8 mm in diameter. The motors are coupled with four plastic propellers,

each with a diameter of 45 mm. These propulsion units are connected to the circuit board

frame of the quadrotor. The dimension of the Crazyflie unit is 92 mm between diagonally

opposed motor shafts and 29 mm in height. The total weight of the unit is 27 g. The quadrotor

is supplied by a 250 mAh, 3.7 V Lithium polymer battery which weighs 7.1 g that can charge via

standard uUSB. The charging time of the battery is 40 minutes and it is capable of sustaining

continuous flight for up to 7 minutes. Crazyflie 2.0 has a maximum payload capacity of 15 g.

Figure 5.2: Crazyflie 2.0 quadrotor

Crazyflie 2.0 quadrotor is equipped with two microcontrollers, namely ARM Cortex-M4

and ARM CortexM0. The microcontroller ARM Cortex-M4 embedded processor STM32F405



5.1. Experimental Setup 83

is used to run the main application. This processor is a 32-bit architecture that operates at

168 MHz with 192 kb of SRAM. Additionally, it has a floating point unit that supports all

ARM single-precision data-processing instructions and data types. The second microcon-

troller ARM CortexM0 embedded processor nRF51822, 32 MHz is for energy and radio com-

munication management. The onboard sensor system is the MPU-9250 Inertial Measurement

Unit. The unit contains gyroscope, accelerometer, magnetometer, and high-precision pres-

sure sensor. The hardware and software architecture of the quadrotor is open source. More

information on Crazyflie 2.0 can be found in [59].

5.1.2 Motion Capture System

Motion Capture (MoCap) is the process of recording the movement of objects or people. It

comprises infrared source, cameras, infrared reflective markers, and software. The LED illu-

mination ring of the camera produces infrared light, and the markers reflect it. The lens at

the center of the camera captures reflected infrared light and it is processed by the cameras.

The MoCap software receives the data through an ethernet protocol connected to the cameras,

which is used to determine the position of markers accurately. The MoCap software allows to

creating a rigid body using a group of markers arranged on the quadrotor, and it utilizes the

received data to perform triangulation and calculate their precise locations. The motion of the

object is tracked by the MoCap system, and the position and orientation of the rigid body are

obtained.

The three-dimensional view of the laboratory and the capture volume of MoCap system are

shown in Fig. 5.3. The choice of camera, number of cameras and their placement is dependent

on the capture volume, which is defined as the volume where the quadrotors operate. The

system uses OptiTracK Prime-13 camera as shown in Fig. 5.4a. Sixteen OptiTracK Prime-13

cameras are mounted on room ceiling using steel bars to cover the capture volume as shown

in Fig. 5.3. OptiTrack Prime-13 camera lens has 56 deg. horizontal field-of-view (FOV) and

46 deg. vertical FOV as shown in Fig. 5.3. The placement and orientation of the cameras

are based on spatial optimization which maximizes the coverage of the capture volume. Any

point in the capture volume is covered by at least three cameras. Motion capture system uses
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Figure 5.3: Room specification and camera placement

(a) OptiTrack Prime 13-camera (b) OptiTrack infrared marker

Figure 5.4: OptiTrack Prime-13 camera and marker
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infrared reflective markers on the quadrotor body. The markers used are spherical in shape

with a diameter of size 11 mm, as shown in Fig. 5.4b.

OptiTrack Motive software offers a graphical user interface (GUI) for the MoCap system. It

facilitates the calibration process to define the capture volume and coordinate frame. The cali-

bration process involves two steps: wanding and setting the ground plane. During the wanding

process, a calibration wand equipped with asymmetric marker pattern is moved throughout

the capture volume. The system is pre-programmed with information about the calibration

wand’s dimensions and the precise spacing between its markers. As the calibration wand tra-

verses through the capture volume, the system captures synchronized 2D images from each

camera. Through a triangulation process, the system determines the spatial position of the

wand markers in relation to each camera. This movement helps identify the position and ori-

entation of the cameras relative to each other. The setting of the ground planes aligns the

MoCap coordinate system with the capture volume coordinate system, which is a fixed frame

(X − Y − Z) with its origin at the ground level, as shown in Fig. 5.3. This step ensures that

the recorded motion data is represented correctly in the defined coordinate system. Motive

utilizes the rigid body information generated from the markers placed on the quadrotor to

compute the real time position and orientation of the quadrotor. The visualization of rigid

bodies on Motive software window is shown in Fig. 5.5. The rigid bodies data is then used by

command center to control the quadrotors. More information on OptiTrack motion capture

system can be found in [60].

5.1.3 Command and Communication System

The command and communication system comprises command and communication center,

and a crazyradio.

1. Command and communication center: The setup uses MATLAB Simulink as the com-

mand center, which runs on a Windows PC. The guidance logic and the control loops

for task completion are developed in the Simulink. The communication center runs on

a Linux PC, which uses Robotic Operating System (ROS). The communication center

communicates with Crazyflie, MoCap, and the command center in a fashion as shown
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(a) Front-view

(b) Zoomed-in version of front-view

Figure 5.5: Visualization of rigid bodies on Motive software interface
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in Fig. 5.6 . Local Area Network connection is used for communication between the two

PCs.

Figure 5.6: ROS communication with various systems

2. Crazyradio: Crazyradio as shown in Fig. 5.7 is a 2.4 GHz long range open source USB

Figure 5.7: Crazyradio

radio dongle based on the nRF52840 from Nordic Semiconductor, which is used to com-

municate with the crazyflie 2.0. It is bidirectional radio link operating between crazyflie

2.0 and command and communication center.
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5.1.4 Guidance and Control Architecture

As shown in Fig. 5.8, the Simulink architecture developed in the command center comprises

three levels, namely commencing way point selector, guidance, and control. The quadrotor
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Figure 5.8: Simulink diagram

states are obtained from the “From ROS” subsystem. For generating arbitrary initial conditions

for validation, subsystem “Commencing Waypoint Selector” is used to guide the quadrotor to a

selected commencing waypoint before the traversal guidance starts. The “Commencing Way-

point Selector” uses minimum snap trajectory generation logic [22] for traversing between

the initial point to any commencing waypoint. The proposed guidance methodologies are

implemented in the “Traversal Guidance Block” subsystem, which generates the desired posi-

tion and its derivatives. The quadrotor states are controlled by the “PID control” subsystem,
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functioning as the autopilot for executing guidance commands while maintaining vehicle sta-

bility. The Crazyflie quadrotor platform operates with four distinct control inputs, namely

total thrust u1, commanded roll ϕc, commanded pitch θc, and commanded yaw rate ψ̇c,

u =
[
u1 ϕc θc ψ̇c

]T
(5.1)

The autopilot generates these control inputs for the Crazyflie to track the reference commands.

“ROS" subsystem transmits the generated control inputs to the Crazyflie through the Crazyra-

dio dongle.

5.2 Flight Experiment Results
This section discusses the flight experimental results of the proposed guidance methods dis-

cussed in Chapters 2 and 3. Here, the bearing information of gap extremities are obtained by

placing reflective infrared markers on the extremities. All experiments are carried out with

the commanded yaw rate and commanded yaw angle set to zero.

5.2.1 Gap Traversal Guidance Method

A gap is indicated using two cuboid foams with dimensions of 0.2× 0.15× 1.27 m, as shown

in Fig. 5.9. The foams are placed making a gap of width 0.5 m at pointsE1(1.35, 0.63, 0) m and

E2(1.85, 0.63, 0), as shown in Fig. 5.10. The Crazyflie is made initially to hover at commencing

waypoint (−1.5,−0.5,−1) m. The desired altitude and the desired velocity for the traversal

are chosen as zdes = −1 m and V = 0.3 m/s, respectively. The bearing information of the gap

edges are computed at every instant in the guidance block using the instantaneous relative

position of Crazyflie with respect to E1 and E2, that is θ1 and θ2. These information are used

for generating proposed guidance command χdes as in Eq.(2.8). Further, the desired velocity

components ẋdes and ẏdes and their desired trajectory components xdes and ydes are generated

in “Traversal Guidance Block” using Eqs. (2.64) and (2.65). It uses the proposed guidance

command in Eq.(2.8) till the instant when the traversal condition of Eq. (2.7) satisfies. Upon

satisfying Eq. (2.7), the Crazyflie continues to follow the already achieved constant heading

direction of χdes = π
2

rad.

The gap traversal guidance starts from its commencing waypoint, and the Crazyflie tracks
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Figure 5.9: Crazyflie maneuvering towards the gap
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Figure 5.10: Top view of the Crazyflie hovering at commencing waypoint and the gap
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the desired trajectory generated by the gap traversal guidance method, as shown in Figs. 5.11

and 5.12. Here, r =
[
x y z

]T and rdes =
[
xdes ydes zdes

]T are the achieved trajectory and

the desired trajectory, respectively. The corresponding commanded and achieved trajectory

components of the Crazyflie are plotted in Fig. 5.13. It can be seen that the Crazyflie maintains

its desired altitude of −1 m with negligible deviation throughout its flight, and it reaches

the traversal point (1.5917, 0.6306,−0.9938) m at 13.33 sec, with negligible position error of

0.0104 m. The bearing angle information obtained from the relative position of Crazyflie with
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Figure 5.13: Trajectory components

respect to two wall edges, E1 andE2, are plotted in Fig. 5.14a. It can be seen that the Crazyflie

attains the gap traversing bearing angles at 13.33 sec. The bisector component θ1+θ2
2

and

shaping angle S component are plotted in Figs. 5.14b and 5.14c, respectively. It can be seen

that the bisector component reaches its desired value of 90 deg. prior to reaching the gap,

and the shaping component requirement diminishes to zero as the Crazyflie approaches the

gap.The experimental video is available at the following URL:

https://youtu.be/bXhuK-Lmwnc?si=KrPh1V3PHhar3Vh0
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Figure 5.14: Angles for guidance computation

5.2.2 Guidance Method for Window Traversal

This subsection discusses experimental results for the window traversal guidance method il-

lustrated in Chapter 3. An indicative window made up of foam is used for illustration, as

shown in Fig. 5.15. The window presents a gap of dimension 0.6×0.6 m with its four extremi-

ties are located at E1(0.43, 1.22,−0.8) m, E2(1.03, 1.22,−0.8) m, E3(0.43, 1.22,−0.2) m, and

E4(1.03, 1.22,−0.2) m, as shown in Fig. 5.16. The commencing waypoint for the Crazyflie in

this experiment trial is set at (2, 0,−2)m. The instantaneous azimuth angles βi’s and elevation

angles αi’s (for i = 1, 2, 3, 4) of the four extremities are evaluated in the “Traversal Guidance

block” shown in Fig. 5.8 using the instantaneous relative position of the Crazyflie through

MoCap. This information is then utilized to generate the guidance commands χdes and γdes as

in Eqs. (3.17) and (3.12). Once the traversal condition (3.10) is met, the guidance commands

follow their already achieved heading angle χdes = π
2

rad and flight path angle γdes = 0 rad.

Utilizing Eqs. (3.60)-(3.65) the desired velocity components (ẋdes, ẏdes, żdes) and the desired
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Figure 5.15: Crazyflie maneuvering towards the window

position components (xdes, ydes, zdes) are generated in the “Traversal Guidance Block” shown

in Fig. 5.8. This experimental study considers the traversal velocity of Crazyflie as V = 0.1

m/s.

The commanded trajectory rdes generated by the guidance algorithm and the achieved tra-

jectory of the Crazyflie r are shown in Fig. 5.16. It is observed that the Crazyflie tracks the

commanded trajectory with a negligible error less than 0.0283 m. From Fig. 5.17, it can be

seen that the Crazyflie successfully reaches the traversal point T (0.7242, 1.2216,−0.5014) m

at 27.72 s, with a negligible error of 0.014 m from the centroid of the window. The elevation

angles with respect to the extremities E1 and E4, and the azimuth angles with respect to E1

and E2 are depicted in Figs. 5.18a and 5.18b, respectively. The elevation angles and azimuth

angles achieve their desired values as (α1, α3) = (45,−45) deg and (β1, β2) = (180, 0) deg,

respectively in 27.72 s. From Figs. 5.18c and 5.18d, it can be seen that the bisector of eleva-

tion angles α1+α3

2
and the bisector of azimuth angles β1+β2

2
attain their desired value of 0 deg

and 90 deg, respectively, when the Crazyflie approaches to the window. The shaping angle

requirement monotonically diminishes to zero, as depicted in Figs. 5.18e and 5.18f.
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Figure 5.17: Trajectory components
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5.3 Summary
This chapter considered the hardware setup for the experimental study and flight experiment

results for the proposed guidance methods addressed in Chapters 2 and 3. The experiments

utilize an indoor motion capture system, and the chapter discusses all the key components

involved. The bearing information is obtained through an external motion capture system.

The proposed guidance algorithms are implemented on a nano quadrotor using a command

and communication center and motion capture system. Two flight experimental trials are

presented considering a gap formed by two obstacles and a window. The experimental results

highlight the accurate tracking of the proposed guidance commands that were generated.
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Chapter 6

Conclusions and Future Work

This thesis explores quadrotor guidance solutions for gap traversal problems using only the

relative bearing information. The scenarios encompass planar flight through gaps, three-

dimensional traversal through windows, and a lane transition transition scenario employing

a moving gap traversal logic within an air corridor system.

Chapter 2 presents a planar guidance method for traversal through a gap formed by two

obstacles, relying solely on the bearing information of the gap extremities. The proposed

method uses a heading direction as a guidance input to the quadrotor, comprising an elliptic

shaping function and a bearing angle bisector. The elliptical shaping profile ensures smooth

quadrotor heading relative to the instantaneous bearing angle bisector, guaranteeing safe and

lateral traversal through the gap. The guidance input has a simple structure characterized by

its reliance on two bearing angles, contributing to its practical applicability. The quadrotor mo-

tion is shown asymptotically converge to the gap center line from all initial conditions around

the gap. Combined with the tracking controller, the guidance commands are mapped into a

6-DOF quadrotor model through the point object kinematic equation of motion. The numer-

ical simulation results demonstrate the performance of the guidance method in the presence

of noisy bearing information and vehicle dynamic constraints. Moreover, the proposed ap-

proach is also shown to be robust with respect to various initial conditions and noisy bearing

measurements, highlighting its relevance in real-world gap traversal scenarios.

A three-dimensional guidance problem for a window traversal is presented in Chapter

3. By utilizing bearing-only information of window extremities, the proposed guidance logic

99
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governs the commanded flight path and heading angles of the vehicle. These commands in-

corporate an angular bisector component and an elliptical shaping function, enabling lateral

traversal through the window. The shaping angles dynamically vary with respect to the bear-

ing angle bisector, ensuring safe clearance from the window boundaries during the traversal

journey. The quadrotor motion asymptotically converges to the line which is normal to the

window plane and passes through its centroid. The proposed guidance commands, which are

based solely on the three-dimensional bearing angle information of window extremities, are

simple, expressed in closed-form, and easy to compute. A comparison with the state-of-the-

art methods highlights that, in contrast to either complete prior information of the gap or its

depth information, the proposed methods require only the relative bearing information of the

gap extremities. The simulation results highlight the effectiveness of the proposed guidance

method considering several initial conditions, dynamic limits on attitude angles, and noisy

bearing measurements. Additionally, Monte-Carlo studies, which incorporate normally dis-

tributed noise in the bearing information, emphasize the robustness of the proposed method.

The guidance commands proposed in Chapters 2 and 3 are angular inputs and accordingly

they do not inherently impose any speed or acceleration requirements on the vehicle. This

makes the methods readily applicable to other vehicles like fixed-wing UAVs and marine ve-

hicles. Moreover, the traversal trajectories are dynamically generated based on instantaneous

bearing angles, enabling the flexibility of incorporating updated information as the flight pro-

gresses. This improves the robustness of the traversal process, reducing risk of collisions or

deviation from the desired traversal path.

Chapter 4 introduces a lane changing guidance framework in an air corridor system con-

taining a service lane and a traffic lane. The proposed lane changing guidance algorithm em-

ploys a three-phased guidance logic utilizing bearing information of immediate neighboring

vehicles in the traffic lane. The discerning, longitudinal, and transit guidance phases facilitate

safe maneuvering through the air corridor. The discerning phase determines the velocity of

neighboring vehicles, while the longitudinal phase identifies a suitable gap, and finally, the

transit phase directs the quadrotor to the desired gap. Using bearing information, the pro-

posed sinusoidal function-based commanded velocity profiles enable progression through the
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guidance phases while ensuring smooth and bounded velocity changes. Further, the quadro-

tor motion is shown to be asymptotically stable about their desired equilibrium points in each

of the three phases. An exact closed-form expression for the time duration is presented for

the longitudinal and transit phases, with an approximate time duration obtained analytically

for the discerning phase. Accordingly, a desired time duration in each phase can be used as a

tool for choosing the guidance gains. Simulation results validate the analytical findings and

also present a robustness study under noisy bearing information. In the scenarios where the

speed of the vehicles in the traffic lane is known apriori, the proposed method uses only the

longitudinal and the transit phases. The proposed lane transit guidance algorithm does not re-

quire relative position information of neighboring vehicles and offers a simple and closed-form

analytic guidance solution with deterministic performance characteristics.

In Chapter 5, an experiment framework setup is illustrated, which employs an indoor mo-

tion capture system and a Crazyflie quadrotor platform. Representative flight trials of the

proposed guidance methods addressed in this thesis.

Potential future directions include developing quadrotor guidance methods for gap traver-

sal in the presence of static or moving obstacles and extending the gap traversal scenario to a

coordinated traversal of multiple quadrotors. Additionally, addressing three-dimensional lane

changing scenarios within air corridor systems, involving multiple transit lanes, is another

future work direction.
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